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Abstract—Among all the techniques combining multi-carrier modulation and spread spectrum, the multi-carrier code division multiple access (MC-CDMA) system is by far the most widely studied. In this paper, we present the performance of the MC-CDMA system associated with key single-user detection techniques. We are interested in problems related to identification and equalization of mobile radio channels, using the kernel method in Hilbert space with a reproducing kernel, and a linear adaptive algorithm, for MC-CDMA systems. In this context, we tested the efficiency of these algorithms, considering practical frequency selective fading channels, called broadband radio access network (BRAN), standardized for MC-CDMA systems. As far as the equalization problem encountered after channel identification is concerned, we use the orthogonality restoration combination (ORC) and the minimum mean square error (MMSE) equalizer techniques to correct the distortion of the channel. Simulation results demonstrate that the kernel algorithm is efficient for practical channels.
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1. Introduction

The problem of identifying a finite impulse response (FIR) system is the subject of interest for a large number of researchers [1]–[7]. Indeed, identifying a system means finding a set of parameters that form a mathematical model linking the different variables of the system [8]. Identification of linear systems has been carried out for decades using stochastic gradient algorithms. However, today, because of their complexity, the systems are becoming more non-linear. Given the increasing use of non-linear models in real systems, numerous resolution methods for the identification of non-linear systems, such as Volterra filters, neural networks and kernel methods, have been developed [9]–[14]. Kernel-based methods have been highly successful success in a wide range of fields over the past decade [15]. They are founded on the robust mathematical framework of reproducing kernel Hilbert spaces (RKHS), creating an interesting framework for the development of adaptive non-linear filters [8], [16]. Concerns related to the application of these algorithms have led us to consider the problem of equalization of MC-CDMA systems using BRAN channels. In order to solve these issues, several authors have suggested additional approaches in [17]–[24]. Innovative multi-carrier CDMA [25] transmission techniques are emerging as high-potential solutions for the fourth-generation of cellular networks, due to the many advantages of MC-CDMA, such as reduced inter-symbol interference (ISI), excellent spectral efficiency, as well as the ability to prevent frequency-selective fading, multi-carrier modulation and demodulation using inverse fast Fourier transform (IFFT) at the transmitter and fast Fourier transform (FFT) at the receiver, as these are less complicated to implement. MC-CDMA has acquired a great deal of importance in multi-user wireless communication systems [26]. In this paper, the main goal is to analyze the performance of MC-CDMA systems used for downlink over BRAN channels. We considered two practical frequency-selective fading channels called broadband radio access network (BRAN C and BRAN E), standardized by the European Telecommunications Standards Institute (ETSI) [27], [28]. Performance of the downlink MC-CDMA systems’ bit error rate (BER) using the BRAN measures is shown and compared with the results achieved with the kernel LMS and LMS algorithms.

The present paper is arranged as follows. In Section 2, we introduced the Hammerstein system identification architecture. In Section 3, derivation of the least mean square algorithm is presented. Section 4 reviews some basic concepts of the kernel methods, and the kernel least mean squares identification algorithm is presented. Section 5 depicts the model of the MC-CDMA system. Monte Carlo simulations of those algorithms are presented in Section 6 and, finally, Section 7 concludes the paper.
2. System Architecture

Let us consider a Hammerstein model represented in Fig. 1. It consists of a non-linear static function followed by an invariant time linear block.

![Fig. 1. Basic structure of a Hammerstein system with additive noise b_k [9].](image)

The system’s output for a defined input signal x_k, where k = 0, 1, ..., is obtained as follows:

\[ d_k = \sum_{i=0}^{L-1} h_i f(x_{k-i}) + b_k, \]

(1)

where x_k is the symbol emitted by the source at moment k, the channel impulse response \( \{h_i\}_{i=0,1,...,L-1} \), L is the order of FIR system, and \( f(.) \) is the non-linearity.

Throughout this paper, we rely on the following hypotheses concerning the system:

- input x_k is independent and identically distributed (i.i.d.) with the zero mean.
- additive noise b_k is Gaussian and independent of x_k and d_k.
- non-linearity f(.) is continuous and invertible for any finite x.
- there is no delay in the system, i.e. \( h_0 \neq 0 \).

3. LMS Algorithm

The least mean squares (LMS) [29] algorithm is one of the most popular algorithms for calculating coefficients of a finite impulse response filter. It is used to update the adaptive filter weights at each iteration:

\[ \omega_{n+1} = \omega_n + \mu_{LMS} e_n x_n, \]

(2)

where \( x_n = [x_0, x_{n-1}, ..., x_{n-L+1}]^T \) is the reference signal vector of length L at moment n, \( \alpha_n = [\alpha_0, \alpha_1, ..., \alpha_{n-1}]^T \in \mathbb{R}^L \) is the weight vector, \( e_n = d_n - y_n \) is the error between the desired signal and the output filter and \( \mu_{LMS} \) is known as the algorithm’s step-size parameter. Its value has an impact on the performance of the LMS algorithm. In order to ensure the convergence of the weighting vector, it is necessary for the convergence step to be included in the interval below [30]:

\[ 0 < \mu_{LMS} < \frac{2}{\lambda_{\text{max}}}, \]

(3)

with \( \lambda_{\text{max}} \) being the maximum eigenvalue of the autocorrelation matrix, their values are non-negative.

The main disadvantage of this algorithm is the degradation of its performance when resolving non-linear problems.

4. Kernel-Based Adaptive Filters

Kernel methods undergo intense development these days, as they drive progress, both in terms of computational cost and performance achieved. They are based on a central principle known as the “kernel trick”, exploited for the first time with the support vector machine (SVM) [31], adding a non-linear character to many originally linear methods. In practice, the kernel trick consists in rewriting an algorithm in which all relations between data inputs may be written as inner products, and replacing these products by scalar functions of two variables, where the original data input has been mapped to a non-linear Hilbert space (infinite-dimensional) using the Mercers theorem [13]:

\[ \kappa(x_i, x_j) = \langle \psi(x_i), \psi(x_j) \rangle_{\mathcal{H}}, \quad \forall (x_i, x_j) \in \mathcal{E}^2, \]

(4)

where \( \psi \) maps \( \mathcal{E} \) into a higher dimensions space \( \mathcal{H} \) with an inner product \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \). Generally, \( \dim(\mathcal{E}) \ll \dim(\mathcal{H}) \).

In [13], [32]–[34], the authors have presented a detailed survey of the kernel method’s characteristics. Figure 2 shows a functional diagram illustrating an adaptive filter based on the kernel, where \( \{x_n\}_1^N \) is the vector of N most recent input signal samples, \( \{y_n\}_1^N \) is the estimated desired response, and \( \{e_n\}_1^N \) is the estimation error.

![Fig. 2. Kernel-based adaptive system identification [35].](image)
The associated kernel must be a continuous, symmetric, normalized and positive definite function $\kappa : \mathcal{E} \times \mathcal{E} \to \mathbb{R}$. $\mathcal{E}$ is the input domain, a compact subset of $\mathbb{R}^N$.

**Definition 2** (reproducing kernels and Hilbert spaces). Let $(\mathcal{H}, (\ldots)_{\mathcal{H}})$ represent a Hilbert space compromising functions of $\mathcal{E}$ in $\mathbb{R}$. The function $\kappa(x_i, x_j)$ of $\mathcal{E} \times \mathcal{E}$ in $\mathbb{R}$ is the reproducing kernel of $\mathcal{H}$, provided that $\mathcal{H}$ admits one, if there exists a function $\kappa(x_i, x_j) : x_i \mapsto \kappa(x_i, x_j)$ belongs to $\mathcal{H}$, for any $x \in \mathcal{E}$.

### 4.1. Kernel Least Mean Square

Here, we present the LMS kernel algorithm [37]–[39]. The basic idea is to run the linear LMS algorithm specified by Eq. (2) in the kernel feature space which is associated with the positive defined kernel $\kappa$. The sequence of samples is transformed by means of a feature map:

$$\psi : \mathcal{E} \to \mathcal{H}$$

$$x \mapsto \kappa(x, \cdot) . \quad (6)$$

To construct the RKHS model, we use the Gaussian kernel:

$$\kappa(x_i, x_j) = e^{-\frac{||x_i - x_j||^2}{2\sigma^2}}, \quad \forall x_i, x_j \in \mathcal{E} , \quad (7)$$

where $\sigma > 0$ is the width of the kernel.

![Fig. 3. Define a characteristic map.](image)

Figure 3 shows data space $\mathcal{E}$ and space $\mathcal{H}$ induced by the kernel reproducing $\kappa$. This mapping represents each input point $x$ by its similarity $\kappa(x, \cdot)$ to all other points in the $\mathcal{E}$ domain. In order to build a feature space associated with $\psi$, the image of $\psi$ must be transformed into a vector space with an inner product [32]. Now let us assume that the sequence of samples is transformed using feature map $\psi$. The LMS logic may be applied on the following transformed data:

$$\{(\psi(x_1), y_1), (\psi(x_2), y_2), \ldots, (\psi(x_n), y_n), \ldots\} . \quad (8)$$

As a consequence of the linear structure of the cost function $J_0(n) = \mathbb{E}[\{d_n - y_n\}^2]$ can be minimized compared to $\theta$. We could solve this in the similar manner as in the LMS algorithm, using the instant-stochastic estimation, which gives:

$$\hat{\theta}_{n+1} = \hat{\theta}_n + \mu e_n \psi(x_i) . \quad (9)$$

The main difference with LMS is that in Eq. (10) it is in a space of possibly infinite dimensional characteristics and its direct updating it would be virtually impossible. Instead, we will use each $\hat{\theta}_n$ of them to link to their initialization $\hat{\theta}_0$:

$$\hat{\theta}_n = \hat{\theta}_0 + \mu \sum_{i=1}^{N} e_i \psi(x_i) . \quad (10)$$

By initializing the solution with a value 0, the solution can be expressed, after $n$ iterations, as:

$$\hat{\theta}_n = \mu \sum_{i=1}^{N} e_i \psi(x_i) . \quad (11)$$

By using the kernel trick, the following prediction function is obtained:

$$\langle \hat{\theta}_n, \psi(x_n) \rangle_{\mathcal{H}} = \mu \sum_{i=1}^{N} e_i \langle \psi(x_i), \psi(x_n) \rangle_{\mathcal{H}}$$

where $\kappa(x_i, x_n)$ is a Mercer kernel, representing the inner product $\langle \psi(x_i), \psi(x_n) \rangle$ [39], and $N$ is the number of training samples.

### 5. MC-CDMA System

The MC-CDMA technique is based on concatenation of the spread spectrum and multi-carrier modulation [42]–[40]. Instead of applying the spread-spectrum technique in the time domain, we apply it in the frequency domain, by modulating the different chips of the spreading code with OFDM subcarriers. More precisely, the complex symbol $y_j$ specific to each user $j$ is first multiplied by its user-specific Walsh-Hadamard spreading code:

$$C_j = (c_{u,j})_{0 \leq u < L_e}$$

where $(\cdot)^T$ designates the matrix transposition, then applied to the input of the multi-carrier modulator. Each sub-carrier transmits an information element multiplied by a chip of the specific code to this sub-carrier.

Figure 4 presents the general organization of a synchronous downlink based on the MC-CDMA technique in a scenario where length $L_e$ of the spreading code is equal to number $N_e$ of sub-carriers. In order to ensure orthogonality between subcarriers after the spreading function, the space between two adjacent subcarriers is proportional to the inverse of the $T_c$ duration of an MC-CDMA symbol on each subcarrier. For the $j$-th transmitter, the emitted signal was represented as:

$$s_j(t) = \Re \left\{ \frac{1}{\sqrt{N_c}} \sum_{k=0}^{N_c-1} y_{j,k} c_{j,k} e^{j2\pi f_k t} \right\} , \quad f_k = f_0 + \frac{k}{T_c} . \quad (13)$$

$f_k$ designates the relative frequency, $N_c$ corresponds to the number of subcarriers used, factor $\frac{1}{\sqrt{N_c}}$ is the power normalization term and $c_{j,k} \in \{-1, 1\}$ denotes the spreading code.
The propagation channel is time invariant and can be expressed in the delay domain by its impulse response:

\[ h(\tau) = \sum_{i=0}^{N_c-1} |\beta_i| e^{j\theta_i} \delta(\tau - \tau_i) , \]  

(14)

where \( \beta_i \) and \( \theta_i \) are the magnitude and the phase of the channel, respectively.

The downlink MC-CDMA signal at the input of the receiver is noted \( r(t) \) and is written as [43]:

\[ r(t) = h(t) * s(t) + b(t) , \]  

(15)

\[ r(t) = \frac{1}{\sqrt{N_c}} \sum_{i=0}^{N_c-1} \sum_{j=0}^{N_c-1} \Re \{ |\beta_i| e^{j\theta_i} y_j c_j p e^{2j\pi f_i (t - \tau_i)} \} + b(t) , \]  

(16)

where \( N_c \) is the number of users, \( \Re \) is a function of the real part, and \( b(t) \) is additive white Gaussian noise.

The MC-CDMA symbol received may be expressed in a vector form by:

\[ r = [r_0, r_1, ..., r_{N_c-1}] = HCy + b , \]  

(17)

where \( r \) designates a vector made up of the values received on each subcarrier, and matrix \( H \) represents the channel coefficients diagonal matrix:

\[ H = \begin{bmatrix} h_0 & 0 & \cdots & 0 \\ 0 & h_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & h_{N_c-1} \end{bmatrix} . \]  

(18)

5.1. Single-user Equalization for the MC-CDMA System

The basic principle of equalization techniques is to reduce the effects of fading and interference, thus making it easier to make a decision about the received data symbols [17], [19]. Using the previous matrix notation, \( G \), the diagonal matrix is composed of the \( g_j \) equalization coefficients and can be expressed by:

\[ G = \begin{bmatrix} g_0 & 0 & \cdots & 0 \\ 0 & g_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & g_{N_c-1} \end{bmatrix} . \]  

(19)

When equalized and de-spread according to sequence \( c_j \) of the user under consideration, estimation \( \hat{y}_j \) of the emitted symbol may be expressed as:

\[ \hat{y}_j = c_j G r . \]  

(20)

Substituting Eq. (17) into Eq. (20) gives:

\[ \hat{y}_j = c_j G H C y + c_j G b . \]  

(21)

Matrix \( C \) represents \( N_c \) spreading codes \( c_j \) specific to each user \( j \):

\[ C = \begin{bmatrix} c_{0,0} & \cdots & c_{0,N_c-1} \\ \vdots & \ddots & \vdots \\ c_{N_c-1,0} & \cdots & c_{N_c-1,N_c-1} \end{bmatrix} , \]  

(22)

thus:

\[ \hat{y}_j = \sum_{p=0}^{N_c-1} C_{p,j} g_p h_p y_j + \sum_{q=0}^{N_c-1} \sum_{p=0}^{N_c-1} C_{p,j} C_{p,q} g_p h_p y_q + \sum_{p=0}^{N_c-1} C_{p,j} g_p b_p . \]  

(23)

Well-known single-user detection techniques include, inter alia, ORC and MMSE equalization.

5.1.1. Orthogonality Restoration Combination (ORC)

In order to completely cancel the phase and amplitude distortions provided by the channel, the ORC technique, also known as zero forcing (ZF), may be employed [23], [44]:

\[ g_{orc} = \frac{1}{|h_p|} , \]  

(24)

Equation (23) allowing to obtain the estimation \( \hat{y}_j \) of the symbol \( y_j \) of the user \( j \) is then written as:

\[ \hat{y}_j = \sum_{p=0}^{N_c-1} C_{p,j} g_p y_j + \sum_{q=0}^{N_c-1} \sum_{p=0}^{N_c-1} C_{p,j} C_{p,q} y_q + \sum_{p=0}^{N_c-1} C_{p,j} \frac{1}{h_p} b_p . \]  

(25)
Assuming that the spreading codes used at the transmitter level are orthogonal, we have:

\[
\sum_{p=0}^{N-1} C_{p,j} C_{p,q} = 0, \quad \forall j \neq q. \tag{26}
\]

The Eq. (25) reduces to:

\[
\hat{y}_j = \sum_{p=0}^{N-1} C_{p,j}^2 \gamma_j + \sum_{q=0}^{N-1} \sum_{p=0}^{N-1} C_{p,j} C_{p,q} \frac{1}{h_p^*} h_p. \tag{27}
\]

However, the main drawback of this technique is that, for weak amplitudes of \(h_p\), the multiplication by an inverse function of the channel results in a strong amplification of the noise, which rapidly increases the value of \(g_{orc}\).

### 5.1.2. Minimum Mean Square Error (MMSE)

Equalization performed according to the MMSE criterion aims to minimize the mean square value of the error between vector \(\hat{S}\) of the transmitted signal and its estimate \(\hat{S} = GR\) generated at the output of the equalizer:

\[
J = E\{ |e|^2 \} = E\{ |S - GR|^2 \}, \quad \tag{28}
\]

where \(R = (R_0, \ldots, R_{k-1}, R_{N_k-1})\) and \(G = (G_0, \ldots, G_k, \ldots, G_{N_k-1})\) are the symbol vector returned at the output of the FFT and the gain vector of the equalizer, respectively [45], [23]. This mean squared error \(J\) is minimal when the equalizer’s \(G\) gains are such that both the received signal and the error signal are orthogonal, meaning that:

\[
E\{ eR^\top \} = 0. \tag{29}
\]

When the number of users is equal to length \(L\) of the code, the optimal equalizer coefficients, according to the mean square error minimization criterion, are:

\[
g_{mmse} = \frac{h_p^*}{|h_p|^2 + \gamma_p}, \quad \text{with } \gamma_p \neq 0, \tag{30}
\]

where \(g_{mmse,p}\) is the \(p\)-th complex channel gain, the operation * is the complex conjugate and \(\gamma_p\) is the signal-to-noise ratio for subcarrier \(p\). The estimated received symbol, \(\hat{y}_i\) of the symbol \(y_i\) of user \(i\) is represented by:

\[
\hat{y}_i = \sum_{p=0}^{N-1} C_{p,j} \frac{|h_p|^2}{|h_p|^2 + \gamma_p} \gamma_j + \sum_{q=0}^{N-1} \sum_{p=0}^{N-1} C_{p,j} C_{p,q} \frac{|h_p|^2}{|h_p|^2 + \gamma_p} \gamma_q, \tag{31}
\]

\[
\hat{y}_i = \sum_{p=0}^{N-1} C_{p,j} \frac{h_p^*}{|h_p|^2 + \gamma_p} h_p. \tag{32}
\]

So, Eq. (30) becomes:

\[
\hat{y}_j = \sum_{p=0}^{N-1} C_{p,j}^2 |h_p|^2 \gamma_j + \sum_{q=0}^{N-1} \sum_{p=0}^{N-1} C_{p,j} C_{p,q} \frac{|h_p|^2}{|h_p|^2 + \gamma_p} \gamma_q, \tag{33}
\]

\[
\gamma_q \neq 0. \tag{34}
\]

where \(\gamma_q = 0\) is the multiple access interference and \(\gamma\) in the noise term.

If we assume that the code for spreading is orthogonal, that is:

\[
\sum_{p=0}^{N-1} C_{p,j} C_{p,q} = 0, \quad \forall j \neq p. \tag{35}
\]
Table 2

Delay and magnitudes of 18 targets of a BRAN E channel

<table>
<thead>
<tr>
<th>Delay $\tau$ [ns]</th>
<th>Magnitude $M_i$ [dB]</th>
<th>Delay $\tau$ [ns]</th>
<th>Magnitude $M_i$ [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-4.9</td>
<td>320</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>-5.1</td>
<td>430</td>
<td>-1.9</td>
</tr>
<tr>
<td>20</td>
<td>-5.2</td>
<td>560</td>
<td>-2.8</td>
</tr>
<tr>
<td>40</td>
<td>-0.8</td>
<td>710</td>
<td>-5.4</td>
</tr>
<tr>
<td>70</td>
<td>-1.3</td>
<td>880</td>
<td>-7.3</td>
</tr>
<tr>
<td>100</td>
<td>-1.9</td>
<td>1070</td>
<td>-10.6</td>
</tr>
<tr>
<td>140</td>
<td>-0.3</td>
<td>1280</td>
<td>-13.4</td>
</tr>
<tr>
<td>190</td>
<td>-1.2</td>
<td>1510</td>
<td>-17.4</td>
</tr>
<tr>
<td>240</td>
<td>-2.1</td>
<td>1760</td>
<td>-20.9</td>
</tr>
</tbody>
</table>

Table 3

Simulation parameters

<table>
<thead>
<tr>
<th>Characteristic parameters</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spreading code lengths $L_c$</td>
<td>64</td>
</tr>
<tr>
<td>Sampling frequency $f_s$</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Number of sub-carriers $N_c$</td>
<td>64</td>
</tr>
<tr>
<td>Symbol times $T_s$</td>
<td>3 $\mu$s</td>
</tr>
<tr>
<td>Number of users $N_u$</td>
<td>64</td>
</tr>
<tr>
<td>Spreading codes</td>
<td>Walsh-Hadamard</td>
</tr>
<tr>
<td>OFDM modulation</td>
<td>FFT 64 samples</td>
</tr>
<tr>
<td>Channel model</td>
<td>BRAN (C and E)</td>
</tr>
<tr>
<td>Performance metrics</td>
<td>BER and MSE</td>
</tr>
</tbody>
</table>

6.2. Performance Results

6.2.1. ETSI BRAN C Channel

The parameters of the impulse response ETSI BRAN C radio channel estimated using the two algorithms are presented in Fig. 5, for a scenario with $SNR = 15$ dB, the number of input signal samples fixed at $N = 1024$ and 50 Monte Carlo iterations used. One may notice that the response estimated using the kernel algorithm matches the real values, but when estimating the channel impulse response using the LMS algorithm, there is an apparent difference between the estimated and the measured values.

The mean square error values for the two algorithms are presented in Fig. 6, for an $SNR$ varying between 0 dB and 40 dB and the number of samples equaling $N = 1024$. We find that the kernel algorithm offers the best performance in terms of MSE criteria even in a highly noisy environment, compared to the LMS algorithm.

Figure 7 demonstrates estimates concerning of the amplitude and phase of the BRAN C channel, using the least mean square and the kernel least mean square algorithms, for a number of samples equaling $N = 1024$ and for an $SNR = 15$ dB. These results allow us to conclude that the kernel algorithm is more efficient compared with the LMS algorithm, because it allows us to have the same paces of the estimated (amplitude and phase) and those measured.

Figures 8 and 9 show, respectively, the BER simulation results, in the single-user and in the downlink scenario, for different SNRs obtained using ORC and MMSE equalizers, based on the measured parameters of the BRAN C channel and parameters estimated by the KLMS and LMS algorithms. From these simulation results (Fig. 8), one may conclude that the KLMS algorithm predicts the same performance values as those measured for the BRAN C channel, as opposed to the LMS algorithm which yields values quite different from their measured counterparts (BRAN C). Indeed, the Kernel LMS algorithm’s BER values are inferior to those achieved by the LMS algorithm. From Figs. 8 and 9, we can conclude that:

- when using ORC equalization measured values. Both the two algorithms give the 1 bit error if we receive $10^2$ bits for $SNR = 24$ dB, with an advantage over the kernel algorithm (Fig. 8),

Fig. 7. Estimation of the amplitude and phase of the BRAN C channel, for the data length of $N = 1024$ and SNR = 15 dB.

Fig. 8. BER vs. SNR of the estimated and measured BRAN C channel, using the ORC equalizer.

- in the case of the MMSE equalizer, if SNR = 24 dB we just get a 1 error bit, when we receive $10^4$ bits, with an advantage over the kernel algorithm (Fig. 9).

We conclude that the MMSE technique is more efficient than the ORC technique in the case of the ETSI BRAN C radio channel.

6.2.2. ETSI BRAN E Channel

Figure 10 shows the estimated parameters of the BRAN E channel impulse response, as a function of the path delays, for a data length of $N = 1024$, SNR = 15 dB, and 50 Monte Carlo runs. One may notice that the best performance is obtained by the kernel LMS algorithm.

Fig. 9. BER vs. SNR of the estimated and measured BRAN C channel, using the MMSE equalizer.

Fig. 10. BRAN E channel amplitude estimates depending on the time delay.

The mean square error values for the two algorithms are represented in Fig. 11, for different SNR and for the numbers of samples equaling $N = 1024$. One may notice that the performance of LMS is almost unaffected by any considerable disturbance, whereas the performance of the kernel has been significantly reduced due to its sensitivity to low SNR. The kernel algorithm achieves the best performance, with higher convergence speed and minimized MSE.
Fig. 11. Comparison of algorithms in terms of MSE for different SNR values and $N = 1024$, BRAN E channel.

As summarized in Figs. 11 and 6, it can be seen that the LMS algorithm is more effective in the case of the BRAN C channel, due to the greater level of fluctuations in the BRAN E channel. On the basis of the obtained results, one may notice that when the SNR value is lower than 5 dB, the value of MSE obtained with the KLMS algorithm (MSE > $10^8$, if SNR = 0 dB) is slightly higher than the one obtained with LMS (MSE = $10^8$, if SNR = 0 dB), but when SNR > 5 dB, we note the stability of the MSE value of the LMS so that no SNR value was affected, which testifies to its incapacity to estimate the parameters. These results allow us to conclude that the kernel algorithm gives a good approximation of the model parameters to be identified. The estimation of the amplitude and phase of the BRAN E channel, using the two algorithms, is presented in Fig. 12, for a number of samples $N = 1024$ and $SNR = 15$ dB. The amplitude and phase estimated using the kernel algorithm have the same form as the measured data. Compared to the linear adaptive algorithm (LMS), we notice a difference between the shape of estimated amplitude and phase, and the shape of the actually measured parameters.

Fig. 12. Estimation of the amplitude and phase of the BRAN E channel, for a data length of $N = 1024$ and SNR = 15 dB.

Fig. 13. BER vs. SNR of the estimated and measured BRAN E channel, using ORC equalizer.

The plot shown in Fig. 13 indicates BER for various SNRs, achieved using the kernel algorithm, and compares with the

Fig. 14. BER vs. SNR of the estimated and measured BRAN E channel, using the MMSE equalizer.
values obtained with the LMS algorithm. Equalization is performed using the ORC equalizer. Similarly, Fig. 14 presents the results of BER simulations for different SNRs obtained using the MMSE equalizer, based on the measured parameters of the BRAN E channel and the ones estimated with KLMS and LMS algorithms. We note that the efficiency of the KLMS algorithm is important compared to the LMS algorithm. According to Figs. 13 and 14, if $SNR = 36 \, dB$, the BER value is lower than $10^{-3}$ in the case of the ORC equalizer, but when using the MMSE technique, we obtain a BER value that is lower than $10^{-3}$ when the $SNR$ equals $24 \, dB$.

One may conclude that the MMSE equalizer offers the best performance in terms of BER for all channels studied (BRAN C and BRAN E).

7. Conclusion

In this paper, the performance of an MC-CDMA system in the downlink over BRAN channels was evaluated and analyzed, using the kernel LMS and LMS algorithms. These algorithms are used for estimating the parameters of the measured channels in different scenarios (BRAN C and BRAN E). The results presented in the identification part demonstrate that the kernel algorithm is effective and efficient for practical channels. As far as equalization of MC-CDMA systems is concerned, we obtained excellent bit error rate performance, mainly if the kernel last mean square algorithm was used. Future research includes the development of an extension of these algorithms to MIMO systems, new methods for identifying communication channels (i.e. using kernel methods) and development of new equalizers practically for MC-CDMA systems can be presented in the future.
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