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Abstract— In cognitive radio technology, spectrum sensing is essential for detecting spectrum holes which may be allotted to secondary users. In this paper, an optimal voting rule is used for cooperative spectrum sensing while minimizing the total error rate (TER). The proposed spectrum sensing method is more energy-efficient and may be implemented in practice. It is relied upon in an improved energy detector whose utilization depends on the presence or absence of the primary user. Expressions for false alarm and missed detection probabilities are derived in the paper as well. Overall performance is analyzed both for AWGN and Rayleigh fading channels, in the presence of additive white Gaussian noise (AWGN). The optimum voting rule is applied to the cooperative spectrum sensing process in order to identify the optimum number of sensing nodes and the detection threshold. Finally, an energy-efficient spectrum sensing algorithm is proposed, requiring a lower number of cognitive users for a given error bound.
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1. Introduction

Efficient utilization of the spectrum is a primary requirement in current and future wireless communication systems. Exponential increase in the number of mobile services and smartphones requires a continued expansion of the spectrum resources [1], [2]. Hence, wireless multicasting techniques are used to transmit the same data to a group of users connected to the same base station, as such an approach is spectrally more efficient compared to wireless unicasting techniques [3]. Spectral efficiency may also be increased by using the non-utilized licensed spectrum assigned to primary users (PU). These spectra are non-continuous and are allocated dynamically to secondary users (SU) [4], [5]. Cognitive radio (CR) has been considered as a promising technique with this respect. CR is a software-defined technology, where the unused spectrum or the spectrum holes of the radio band owned by PU are detected and then assigned to SU for the transmission of their data [6], [7]. Spectrum sharing (SS) is another popular method. In this approach, SU is allowed to coexist with PU within the same band, without violating interference temperature (IT) restrictions [8], [9]. This technique is commonly known as the underlay spectrum sharing mode [10]. An optimized power allocation approach enhances SS capacity, both for PUs and cognitive radio network (CRN) [11]. This power allocation strategy is constrained by primary link outage probability (OP), which significantly improves the throughput of SU by considering the PU’s QoS-related constraint, and hardly considering the IT constraint [12].

Spectrum hole sensing is one of the key problems of CR, as a single CR cannot sense the PU’s spectrum holes reliably due to low SNR, multi-path fading, shadowing, and sensing time-related constraints. Hence, spectrum sensing needs to be performed by multiple CR users [13]–[15]. The cooperative spectrum sensing (CSS) mechanism is one of the most advanced spectrum sensing methods used in CR, where multiple SUs are allowed to use spectrum holes of the PU by relying on the co-operative mechanism [16]–[18]. In CSS, SUs sense the presence of the PU’s spectrum holes and send the relevant information to the fusion center (FC), where the final decision is made. The primary objective of the CR is to utilize the unused spectrum of the PU without interfering with the PU, so that spectrum utilization may be improved [19]. In CR, energy detection is one of the most effective spectrum sensing methods, as it may compare the energy-related statistics of the received signal with a predefined threshold and is capable of deciding whether the spectrum is available or not [20]. Performance of the energy detection mechanism may be measured by relying on detection probability and false alarm probability [21], [22]. The analysis of this energy detector comes in handy for emerging applications, including ultra-wideband and cognitive radio technologies. Spectrum access may be increased in CR by reducing false alarm probability, and interference suffered by PU will de-
crease as detection probability improves. However, the important task is to establish a relationship between the two probabilities i.e. the probability of detecting $P_d$ and the probability of false alarm $P_f$, by selecting an appropriate detection threshold. To ensure the best performance detection results, CSS is used. Multiple cognitive users (CU) are used and their observations are combined at the fusion center, using a voting rule.

The key contributions of this paper are as follows.

1. Analytical frameworks are formed for the optimality of CSS, utilizing the detecting channel in CR and the primary transmitter when energy detection and distributed decision fusion are applied to a CRN.

2. Optimal detection threshold is derived to minimize the total error rate (TER).

3. The optimum voting rule i.e. the optimal value of $n$ for the $n$-out-of-N is studied, both in AWGN and in the Rayleigh fading channel.

4. The optimal number of CRs are required in CSS with large CRN to achieve the target error bound.

Following this introduction, the remaining part of the paper is organized as follows: Section 2 introduces the model of the system. Section 3 presents optimization of cooperative spectrum sensing, along with numerical results and discussions. Finally, conclusions are drawn in Section 4.

2. System Model

We consider a centralized CSS architecture in a CR network with an erroneous sensing/reporting channel, presented in Fig. 1, consisting of a PU, $N$ number of CR (SUs), and an FC. All SUs coordinate and collaborate with each other and finally forward their local binary decisions (i.e. 0 or 1) to the FC through the erroneous reporting channel. Based on the received observations, the FC decides about spectrum access. Each CU performs spectrum sensing and, based on the presence or lack of presence of a PU, a binary decision is made between the subsequent two hypotheses ($H_0$ - absence of PU, $H_1$ - presence of PU):

$$r_j(t) = \begin{cases} n_j(t), & H_0 \\ h_j(t)s(t) + n_j(t), & H_1 \end{cases}$$

(1)

In Eq. (1), $j$ is the antenna index, $j \in \{1, 2, \ldots, N\}$ at each CR, $s(t)$ denotes the signal transmitted by the PU with energy $E_s$, $n_j(t) \sim \mathcal{C}N(0, \sigma_n^2)$ is the circularly symmetric complex additive white Gaussian noise, where $\mathcal{C}N(\cdot, \cdot)$ denotes the complex normal distribution and $h_j(t) \sim \mathcal{C}N(0, \sigma_h^2)$ represents the complex valued channel coefficient. Taking into account the assumption that, during the spectrum sensing process, sensing channel $h_j(t)$ is time-invariant and the activities of the PU remain unchanged, energy $r_j$ is taken as a decision statistic that has the following distribution:

$$r_j = \begin{cases} \chi^2_{2u}, & H_0 \\ \chi^2_{2u}(2\gamma_j), & H_1 \end{cases}$$

(2)

where $\chi^2_{2u}$ denotes a central chi-square distribution with $2u$ degrees of freedom, which equals to twice the time-bandwidth product $2TW$, while $\chi^2_{2u}(2\gamma_j)$ denotes a non-central chi-square distribution with the same number of degrees of freedom and a non-centrality parameter $2\gamma_j$, which equals to twice the instantaneous SNR of the $j$-th CR. The average probability of false alarm $P_{f,j}$, probability of detection $P_{d,j}$, and probability of missed detection $P_{m,j}$ over AWGN channels in the energy detector for $j$-th CR are given, respectively, by [23]:

$$P_{f,j} = \frac{\Gamma\left(u, \frac{\gamma_j}{2}\right)}{\Gamma(u)},$$

(3)

$$P_{d,j} = Q_u\left(\sqrt{2\gamma_j}, \sqrt{\lambda_j}\right)$$

(4)

and

$$P_{m,j} = 1 - P_{d,j}.$$  

(5)

In Eqs. (3)–(4) parameters $u$, $\gamma_j$, and $\lambda_j$ signify the time-bandwidth product, instantaneous signal-to-noise (SNR) ratio and energy detection threshold at the $j$-th CR, respectively. $\Gamma(a, b)$, and $Q_u(p, q)$ are the incomplete gamma function and the generalized Marcum Q-function, respectively [24], [25],

$$\Gamma(a, b) = \int_b^\infty t^{a-1}e^{-t}dt,$$

and

$$Q_u(p, q) = \frac{1}{p^{u-1}} \int_q^\infty t^u e^{-t}I_{u-1}(pt)dt,$$

with $I_{u-1}(\cdot)$ is the modified Bessel’s function of $(u-1)$-th order. In wireless communication systems, $P_f$ will depend on the channel only. Path distribution and SNR will not affect it.
Hence, in Rayleigh fading distribution, \( P_f \) remains the same as AWGN in Eq. (3) and \( P_d \) is given by:

\[
P_d = e^{-\frac{\lambda}{2}} \frac{\left( \frac{\lambda}{2} \right)^{u-1}}{n!} \left( \frac{1 + \gamma}{\gamma} \right)^{u-1} \times \left[ e^{-\frac{\gamma}{1+\gamma}} e^{-\frac{1}{2(1+\gamma)}} \right]^{n}.
\]

Using the relation \( \Gamma(a, x) = (a-1)e^{-x} \sum_{n=0}^{\infty} \frac{x^n}{n!} \), i.e. a gamma function that is incomplete in terms of generalized Laguerre polynomials, the Eq. (6), may be written as:

\[
P_d = \frac{\Gamma(u - 1, \frac{\lambda}{2})}{(u-2)!} + \frac{1 + \gamma}{\gamma} \frac{\lambda}{2(1+\gamma)} \left[ 1 - \frac{\Gamma(u - 1, \frac{\lambda}{2(1+\gamma)})}{(u-2)!} \right].
\]

In CSS, the FC employs various hard decision-combining operations (OR, AND, majority rule) based on the received binary decision \( D_j \in \{0,1\} \) (0 – absence of PU, 1 – presence of PU) and gives the final status (inactive/active) through the erroneous reporting channel. According to the \( n \)-out-of-\( N \) rule, all 1-bit decisions are fused together at the common receiver.

\[
\triangle = \sum_{j=1}^{N} D_j \begin{cases} \geq n, & H_1 \\ < n, & H_0 \end{cases},
\]

where the integer \( n \) is the threshold of the \( n \)-out-of-\( N \) voting rule that indicates the OR rule when \( n = 1 \) and corresponds to the AND rule when \( n = N \). We assume that the distance between any two CRs is small compared to the distance from any CR to the primary transmitter, which implies that all CRs exhibit identical path losses. Therefore, we can conclude that in an AWGN environment, \( \gamma_1 = \gamma_2 = \ldots = \gamma_N = \gamma = \gamma_P \) and in the case of Rayleigh fading, the instantaneous SNRs are identically distributed with their mean value of \( \gamma \). In fact, we suppose that all CRs use the same threshold \( \lambda \), implying that \( \lambda_1 = \lambda_2 = \ldots = \lambda_N = \lambda \). This implies that \( P_{d,ij}, P_{f,ij}, \) and \( P_{m,ij} \) being independent of \( i \) in both fading and non-fading channels. Therefore, \( P_{d,ij} = P_d, P_{f,ij} = P_f, \) and \( P_{m,ij} = P_m \). For both kinds of environments, we have \( P_m = 1 - P_d \). The false alarm and miss detection probability of CSS are expressed as:

\[
Q_f = P(H_1|H_0) = \sum_{n=1}^{N} \left( \frac{N}{n!} \right) P_f^{n-1}(1-P_f)^{N-n},
\]

\[
Q_m = P(H_0|H_1) = 1 - \sum_{n=1}^{N} \left( \frac{N}{n!} \right) P_d^{n-1}(1-P_d)^{N-n}.
\]

### 3. Optimization of Cooperative Spectrum Sensing

In this section, we study the optimality of CSS when energy detection and decision fusions are applied.

#### 3.1. Optimal Voting Rule

An exact solution to obtain the optimal number of CR is required to minimize the TER i.e. \( Q_f + Q_m \) based on the following theorem.

**Theorem 1:** Given fixed number of N, the optimal voting rule for cooperative spectrum sensing that minimizes \( Q_f + Q_m \) is \( n_{opt} = \min \left( \left\lceil \frac{N}{1+\alpha} \right\rceil \right) \) where, \( \alpha = \frac{\ln P_f}{\ln P_m} \) and \( \lceil . \rceil \) denotes the ceiling function.

**Proof:** Let \( F(n) \) be a function given by:

\[
F(n) = \sum_{j=1}^{N} \left( \frac{N}{j!} \right) \left( P_f^{j}(1-P_f)^{N-j} - (1-P_m)^{j}P_m^{N-j} \right).
\]

Combining Eqs. (9) and (10), we get \( Q_f + Q_m = 1 + F(n) \). Then, we have

\[
\frac{\partial F(n)}{\partial n} = \frac{F(n+1) - F(n)}{n+1} = \sum_{j=1}^{N} \left( \frac{N}{j!} \right) [(1-P_m)^{j}P_m^{N-n} - P_f^{j}(1-P_f)^{N-n}].
\]

The optimum value of \( n \) is obtained when \( \frac{\partial F(n)}{\partial n} = 0 \), i.e. when

\[
(1-P_m)^{j}P_m^{N-n} = P_f^{j}(1-P_f)^{N-n}.
\]

Let \( \alpha = \frac{\ln P_f}{\ln P_m} \).

Then, after simplifying and re-arranging, we obtain \( n \approx \left\lceil \frac{N}{1+\alpha} \right\rceil \) which is a function of \( P_f \) and \( P_m \). From the proportion, we can conclude that:

1. The optimum value of \( n \) is \( \frac{N}{2} \). This can be achieved when \( \frac{P_f}{P_m} = 1 \), i.e. \( \alpha = 1 \).
2. The OR rule is optimal when the parameter \( \alpha \geq N-1 \). This can be achieved when \( \frac{P_f}{P_m} \ll 1 \), i.e. for very large values of \( \lambda \).
3. The AND rule is optimal when \( \alpha = 0 \). This can be achieved when \( \frac{P_f}{P_m} \gg 1 \), i.e. for very small values of \( \lambda \).

Here, we consider the 10 voting rules between \( n = 1 \) and \( n = 10 \) for \( N = 10 \) and calculate the TER at SNR=10 dB by considering the AWGN and Rayleigh fading channels. Figure 2 shows the plot of the TER versus the detection threshold, considering different voting rules between \( n = 1 \) and \( n = 10 \) in a CR network with 10 users, for both channels, respectively. It may be observed from Fig. 2a–b that to achieve the minimum error optimum value of the threshold, \( n = 5 \) for AWGN and \( n = 2 \) for the Rayleigh fading channel. However, the OR rule i.e. \( n = 1 \), and AND rule, i.e. \( n = 10 \), tends to be optimal for very large and very small thresholds, respectively.

Table 1 presents the optimum values of \( n \), threshold (\( \lambda \)) and TER (\( Q_f + Q_m \)), respectively, for various network parameters. From Table 1, we can find that threshold
Fig. 2. Total error rate vs. threshold for AWGN channel (a) and total error rate vs. threshold for Rayleigh fading channel (b). (For color pictures see the digital version of the paper).

Table 1
Comparison of TER for different threshold values for SNR = 10 dB

<table>
<thead>
<tr>
<th>Channel</th>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWGN</td>
<td>Threshold</td>
<td>43.0</td>
<td>37.5</td>
<td>34.0</td>
<td>31.0</td>
<td>28.5</td>
<td>26.5</td>
<td>24.5</td>
<td>22.5</td>
<td>20.0</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>TER</td>
<td>0.0311</td>
<td>0.0082</td>
<td>0.0040</td>
<td>0.0027</td>
<td>0.0025</td>
<td>0.0028</td>
<td>0.0040</td>
<td>0.0072</td>
<td>0.0170</td>
<td>0.0652</td>
</tr>
<tr>
<td>Rayleigh fading</td>
<td>Threshold</td>
<td>44.0</td>
<td>35.5</td>
<td>31.5</td>
<td>28.0</td>
<td>25.5</td>
<td>23.5</td>
<td>21.5</td>
<td>19.0</td>
<td>17.0</td>
<td>14.5</td>
</tr>
<tr>
<td></td>
<td>TER</td>
<td>0.0364</td>
<td>0.0304</td>
<td>0.0349</td>
<td>0.0444</td>
<td>0.0596</td>
<td>0.0826</td>
<td>0.1175</td>
<td>0.1711</td>
<td>0.2573</td>
<td>0.4236</td>
</tr>
</tbody>
</table>

Fig. 3. Optimum voting rule vs. detection threshold for AWGN channel (a) and optimum voting rule vs. detection threshold for Rayleigh fading channel (b).
values decrease as the number of cognitive users increases at SNR = 10 dB in the case of both non-fading and fading channels. We also observe that minimization of TER occurs at $\lambda = 28.5$ and $n = 5$ in AWGN channel, and in the case of the Rayleigh fading channel, at $\lambda = 35.5$ and $n = 2$.

Figure 3a–b shows the optimum voting rule versus detection threshold in the AWGN channel and the Rayleigh fading channel, respectively. It offers the exact solution of $n$ in terms of the detection threshold for SNR = 0, 5, 10, 15 dB and $N = 10$. It is evident that, as SNR increases, the optimum number of cooperative SUs increases, and that as the detection threshold increases, the optimum number of cooperative SUs decreases with the SNR.

### 3.2. Optimum Energy Detection Threshold

We could observe in Fig. 2a–b that the TER curve of $Q_f + Q_m$ in for a wide range of thresholds $\lambda$ for the AWGN channel and the Rayleigh fading channel, respectively, considering different voting rules from $n = 1$ to 10 in a CR network. This indicates that for the minimization of $Q_f + Q_m$ only one value of $\lambda$ exists. The optimal threshold is given by $\lambda_{opt} = \min(Q_f + Q_m)$, which is achieved when $\frac{\partial Q_f}{\partial \lambda} + \frac{\partial Q_m}{\partial \lambda} = 0$.

From Eq. (9) we obtain the following:

$$
\frac{\partial Q_f}{\partial \lambda} = \sum_{l=0}^{N} \binom{N}{l} P_f^{l-1} \frac{\partial P_f}{\partial \lambda} (1 - P_f)^{N-l} - \sum_{l=0}^{N} \binom{N}{l} P_f (N-l) (1 - P_f)^{N-l-1} \frac{\partial P_f}{\partial \lambda}
$$

$$
= \frac{\partial P_f}{\partial \lambda} \sum_{l=0}^{N} \binom{N}{l} P_f^{l-1} (1 - P_f)^{N-l} \left[ l - (N-l) \frac{P_f}{1-P_f} \right].
$$

Now consider

$$
A_1 = \Gamma\left(u-1, \frac{\lambda}{\gamma}\right)
$$

and

$$
B_1 = \Gamma\left(u-1, \frac{\lambda \gamma}{2(1+\gamma)}\right).
$$

By differentiating Eq. (7) w.r.t $\lambda$, we get:

$$
\frac{\partial P_d}{\partial \lambda} = \frac{\partial A_1}{\partial \lambda} + \frac{\gamma}{\gamma+1} \frac{\partial B_1}{\partial \lambda} = \frac{\partial A_1}{\partial \lambda} + \frac{\gamma}{\gamma+1} \frac{\partial B_1}{\partial \lambda}
$$

$$
\left[1 - \frac{B_1}{\gamma+1}\right] - \frac{\gamma}{\gamma+1} \frac{\partial B_1}{\partial \lambda} \left(1 + \frac{\lambda}{\gamma+1}\right)^{-u-1} e^{-\frac{\lambda}{\gamma+1}}.
$$

Simplifying first term and the third term, using Eqs. (19) and (20) in Eq. (21), we can write:

$$
\frac{\partial P_d}{\partial \lambda} = \frac{\gamma}{\gamma+1} \left(1 + \frac{\lambda}{\gamma+1}\right)^{-u-1} e^{-\frac{\lambda}{\gamma+1}} \left[\Gamma\left(u-1, \frac{\lambda \gamma}{2(1+\gamma)}\right) - 1\right].
$$

Further, using Eq. (7), we obtain:

$$
\frac{\partial P_d}{\partial \lambda} = \frac{1}{2(1+\gamma)} \left[\Gamma\left(u-1, \frac{\lambda}{\gamma+1}\right) - P_d\right].
$$

The solution to $\frac{\partial Q_f}{\partial \lambda} + \frac{\partial Q_m}{\partial \lambda} = 0$ (for $\lambda$) can be calculated using Eqs. (14) and (16).
3.3. Optimal Number of Cognitive Radios

CSS become impractical when the number of CRs is higher in a CRN. So, for a particular specified time period, only one CR is capable of sending its local decision to the common receiver and of splitting the decision without difficulty at the end of the receiver. This problem may be tended to by enabling the CRs to transmit their choices simultaneously. But this causes difficulties related to the design of the receiver at the time of sorting out the decisions from various types of CRs.

Another possible option is to make choices concerning orthogonal frequency ranges, but that involves a significant portion of the usable bandwidth.

To resolve these problems, we suggest an effective sensing algorithm that relies on the transmission of judgment for one CR using one time slot, but retains a minimum error bound by allowing a few CRs in CSS, instead of all of them. First of all, we assume that to satisfy $Q_m + Q_f < \epsilon$, the minimum number of CRs required in CSS is $\hat{n}^* (1 \leq \hat{n}^* \leq N)$. The optimal voting rule obtained from Theorem 1 for CSS with $\hat{n}^* CR$ is $n_{opt}^{\hat{n}^*} = \min \left( \frac{\hat{n}^*}{1+\alpha}, \frac{\hat{n}^*}{\left(1+\frac{\hat{n}^*}{N} \right)} \right)$ where $\alpha$ is related to $P_f$ and $P_m$, and may be evaluated by giving the value of $\lambda$ and the SNR. Let us define function $F(\ldots)$ in terms of variable as $F(\hat{n}, n_{opt}^{\hat{n}^*}) = Q_f + Q_m - \epsilon$, where $\hat{n}$ denotes the number of cooperative CRs in CSS. Probabilities $Q_f$ and $Q_m$ are the functions of $\hat{n}$, and and $n_{opt}^{\hat{n}^*}$ are given by Eqs. (9) and (10), respectively. Then, we have $F(\hat{n}, n_{opt}^{\hat{n}^*}) \leq 0$ and $F(\hat{n} - 1, n_{opt}^{\hat{n}^*} - 1) \geq 0$.

Using these properties, we can obtain $\hat{n}^* = \lceil \hat{n}_0 \rceil$, where $\hat{n}_0$ represents the first zero-crossing point of the curve $F(\hat{n}, n_{opt}^{\hat{n}^*})$ in terms of $\hat{n}$. Therefore, it is possible to formulate a rapid spectrum sensing algorithm by only considering $\hat{n}^*$ in CSS instead of $N$. As a result, the duration of sensing can be reduced from $N$ time slots to $\hat{n}^*$ time slots, while this error bound $\epsilon$ is guaranteed. To achieve a TER $Q_f + Q_m < 0.01$, the smallest number of CRs required is 2 and 7 for SNR values of 15 dB and 10 dB, respectively, with a fixed decision threshold of $\lambda = 28.5$ over the AWGN channel. However, in the Rayleigh fading channel, the minimum values of CRs are 7 for 15 dB and 17 for 10 dB. Figure 4 shows the CSS error rate according to $Q_f(N,n) + Q_m(N,n)$ with respect to specific $N$ when the optimum voting rule $n = n_{opt}^{\hat{n}^*} = \min \left( N, \frac{\hat{n}^*}{1+\alpha} \right)$ is implemented. This implies that it is necessary to employ limited cooperation in order to achieve the level of service needed.

Figure 4c and Fig. 4d demonstrate another example. It is observed that at SNR values of 10 dB and for the given error rate of 0.01, the number of CRs considered for threshold values of 30, 40, and 20 is 7, 11, and 12, respectively for
the AWGN channel, and 15, 16, and 32 for the threshold values of 40, 30, and 20.

4. Conclusion

In this work, we investigated the performance of cooperative spectrum sensing with energy detection. We derive the expression for the optimum value of $n$ that minimizes the TER by applying the $n$-out-of-N voting rule. The numerical expression for obtained the optimal detection threshold obtained has been discussed as well. In addition, an effective spectrum sensing algorithm has been proposed that needs less than the total number of cognitive radios in the cooperative spectrum sensing, thus fulfilling the specified bound error.
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