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Abstract|In this paper, we presenta survey concernedwith
research focusing on the convergence of wir elesssensornet-
works (WSN) and mobile cellular networks (MCN). The con-
vergence of WSNs and MCNs may be a trigger stimulating
new research dealing with such issuesas architecture, proto-
cols and air inter faces.The highlights and constraints of the
phenomenonare discussedin this paper as well. The survey
deals with convergence networks and with their smarty city
applications. A few open research issuesare also brought to
the attention of researchers specializingin this �eld.

Keywords|IPv4, MAC layer, machine-to-machine network,
QoS.

1. Introduction

A wirelesssensornetwork (WSN) is a network of ad-hoc
nodes(sensornodes)deployed in a physical environment
to collect informationfor di�erent applications.It is used
for sensing,processingandcommunicatinginformationre-
gardingtemperature,pressure,vibrations,humidity [1], [2].
Considerableresearch hasalreadybeencarriedout over the
past two decadeson di�erent designaspectsof WSNs in
order to addressthe challengesa�ecting di�erent applica-
tions [3]. The designaspectsfocuson softwareandhard-
ware constraints, power consumption(battery lif e), archi-
tecturedesignand topology management,protocol stack
and crosslayer issues,time synchronizationand location
techniques,andon communicationstandards[2]. Many re-
search articlesaddressissuesrelatedto theMAC layer and
network layer [4], [5]. WSN designsalsotake into consid-
erationsuch factorsasfault tolerance,power consumption,
scalability, latency, data integrity, security, low cost and
quality of service (QoS).
WSN sensorsare deployed at remotelocationsto collect
and processinformation for di�erent applications[6]. In
somecases,the information may also be routed through
a mobile cellular network (MCN) [7]. Therefore, the 
o w
of informationbetweenWSNsandMCNs shouldbeseam-
less. For example, in health monitoring applications,in-
formation about the patient's vital body parametersneeds
to be sent to a physician using a body areanetwork [8].
Light wirelesswearablemedical devices with specialized
sensorsare usedto collect medicaldata. The information
canbe routedthroughmobile phonesthat act asgateways
to the hospital's server unit. Many such applicationscan

bedevelopedfor smart citiesusingbothWSNsandMCNs.
The convergenceof WSNs and MCNs may be potentially
bene�cial for both solutions. In this paper, we madean
attemptto review literatureon the convergenceof WSNs
andMCNs andon the research challengeslying ahead.
In general, convergenceof two heterogeneousnetworks,
such as WSNs and MCNs, may enhancemachine-to-ma-
chine(M2M) communication[9]. For example,theInternet
of Things (IoT) { a conceptthat originatesfrom a WSN,
plays an important role in creating the infrastructure of
a communicationsnetwork [10]. Lower mobility-related
robustness,small coverage and weak terminals of WSNs
may be overcomeby the mobility, robustness,large cover-
age andpowerful terminalsof MCNs [11]. The processes
of deploying andmanagingMCNs areexpensive compared
to WSNs. However, MCNs o�er a higher degreeof layer
control, prolonged network lif e time and provide QoS for
WSNs. Similarly, WSNs may also act as enablersof the
cognitive andintelligent aspectsof MCNs. Therefore, fur-
ther research focusingon the developmentof data-centric
applicationsand services for convergent networks needs
to be conducted.Furthermore,new enablingtechnologies
shouldbe developedfor WSN andMCN convergencenet-
works in order to support emerging applications.
In this paper, we discussa protocol enablingthe conver-
genceof WSNs and MCNs. The paperaims to discuss
theevolution of WSN-MCN convergencenetworks,aswell
as the architectural and protocol-relatedaspectsof their
convergence,with a particular emphasison the resources
involved. It also aims to describe a speci�c convergence
between a 6LoWPAN stack and an LTE stack { relying
on the support derived from literature.We provide certain
hintsconcerning theuseof WSNsin 5G environments.We
also raisesomeimportant research issuesthat needto be
dealtwith asfuture work.

2. RelatedWork

The integrationof ad-hocsensornetworks(ASN) with cel-
lular networks, for telemedicine-relatedapplications,is ex-
plainedin [12]. The authorproposesa call admissioncon-
trol (CAC) methodand a sensornetwork query algorithm
to meet the QoS requirements. Paper [13] proposesthe
IoMANETS mobility framework to enable fault-tolerant
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and scalablesolutionsfor the mobile Internet of Things.
Whereasstatic nodesconnectto the Internet throughIPv4
or IPv6 protocols, mobile nodes function in an IEEE
802.15.4working group operatingon the 6LoWPAN IP
stack. In [14], the authorspresentthe idea of a WSN
andMCN convergencenetwork basedon a heterogeneous
network. In this paper, the authorsdescribe the architec-
tureof thesystemandspecifyapplicationsfor convergence
networks. They also identify the technical challengesthat
needto besolvedin orderfor WSNsandMCNs to become
a convergencenetwork.
Authorsof [11] proposethatmobileterminalsin MCNs act
as WSN sensornodesand gateways in the converged net-
work. Theauthorsalsodi�erentiate by describing two sep-
aratearchitecturesfor integratedandconvergencenetworks,
by using a dual modegateway. Although the description
of the convergenceprotocol is provided,no speci�c MCN
andWSN convergencenetwork is mentioned.
In paper[15], a solutioncomprising a long term evolution
advance(LTE-A) cellular network anda 6LoWPAN WSN
is proposedto solve the quality-of-service issue through
network delay in tight and loose coupling of the LTE-A
con�guration. Theresultspresentedshow thatnetwork de-
lay of theirproposedmethodis acceptablefor variousM2M
networks.

In [16], the authorsproposeda nodeand network model
for achieving Internetprotocol(IP)-baseddirect communi-
cation in an M2M network or IoT. The authors' proposal
may be a solution to the end-to-endconnectionbetween
the WSN andMCN convergencenetwork. Paper[17] pro-
posesan algorithm balancingthe load betweenUE gate-
ways in a WSN andMCN convergentsystem. The authors
describe thebalancingof sensorloadbetweenmobilegate-
ways asa new research point concerning convergencenet-
works. In [18], anenergy-e�cient datacollectionmethodis
proposedto reduceandbalanceenergy expenditurebetween
thesensorsin a WSN andMCN convergencenetwork. The
purposeof the conceptis to activatesomesensorsfor data
collectionwhile allowing othersensorsto sleep.

3. Converging Technology

The goal of this paper is to review the convergencebe-
tweenWSNsandMCNs. We are focusingon someof the
challengesfacedduring theprocess.Protocolconversionis
playing oneof the leadingroles here. Table1 shows var-
ious WSN protocolsand their relatedissues.To perform
a protocolconversion,the protocolstacks of two heteroge-
neousnetworks needto be deployed. However, it requires

Table1
WSN protocolsandresearch issues

WSN layers Protocols Functions Research issues

Data link
layer

� TRAMA [19]
� B-MAC [20]
� ZMAC [21]
� Low power reservation

basedMAC [22]
� Low power distributed

MAC [23]
� CC-MAC [24]

The conceptof a link layer for trans-
ferring data between two nodeswhich
needsis created,needinga mediumac-
cesscontrol (MAC) to sharethe same
link. Such properties as energy e�-
ciency, bandwidthutilization, tra�c 
o w
control and error detectionand correc-
tion shouldbe focusedon to ensuree�-
cient datacommunication

More cross-layer optimization-
related research is required to
reduceenergy consumptionand
packet overheads.The empha-
sis shouldbe placedon mobile
ratherthanon static nodes

Network
layer

� Geographical
routing [25]

� ALS [26]
� SecRout [27]
� SCR[28]
� APTEEN [29]
� Energy awareQoS

routing protocol [30]
� MMSPEED[31]
� Sleepscheduling

routing protocol [32]

Routingof datawithin thenetwork, from
source to destination, by considering
such factorsas energy e�ciency , tra�c

o w control andQoS

Issues related to QoS, se-
curity and node mobility
shouldbe further researchedto
improve datarouting

Transport
layer

� STCP [33]
� PORT [34]
� DST [35]
� PSFQ[36]
� ESRT [37]
� CODA [38]
� GARUDA [39]

To achieve the congestion-free and
reliabledatatransportation

Crosslayer optimizationto im-
prove performance,ensurefair-
nessin terms of packet priority
and provide congestion control
with active queuemanagement
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Table2
Wirelesscommunicationstandards

Communication
Frequency

Operating Data Battery Network
standard range rate lif e topology

ZigBee
868 MHz

10{100 m
20 Kbps

> 1 year Mesh,ad hoc andstar
(IEEE 802.15.4)

915 MHz 40 Kbps
2.4 GHz 250 Kbps

Bluetooth
2.4 GHz 10 m 1{3 Mbps 1 week

Ad hoc,point to point
(IEEE 802.15.1) andstar
UWB (IEEE 802.15.3) 3.1{10.6 GHz < 10 m 100{1024Mbps 1 week Ad hoc,point to point

Wi-Fi (IEEE 802.11a/b/g)
11b/g{2.4GHz

< 100 m
11a< 54 Mb/s

Hours Star
11a{5 GHz

11b< 11 Mb/s
11g> 54 Mb/s

Wibree 2.4 GHz 5{10 m 1 Mbps 1{2 years Mesh,ad hoc andstar
MiWi protocol 2.4 GHz 20{50 m 256 Kbps Star, cluster andmesh
6LoWPAN 2.4 GHz 116 m 250 Kbps 1{2 years Star andmesh

Table3
Comparison of mobile cellular technologies

Genera- Deployment Tech-
Standard

Data
Bandwidth Frequency Characteristics Switchingtions (year) nology rate

Analog First wireless
1G 1979 FDMA NMT 2 Kbps 150=900 MHz signal communi- Circuit

30 kHz cation

TDMA,
Digital

Circuit,
2G 1991

FDMA
GSM 9.6 Kbps 900 MHz signal Digital

packet
1.8 GHz

TDMA,
Digital broad

3G 2000
CDMA

UMTS 2 Mbps 100 MHz 1.6{2.0 GHz band,increased Packet
speed

4G 2009 OFDMA LTE 1 Gbps 100 MHz 2{8 GHz
High speed,

Packet
all IP based

5G 2020 OFDMA 5G NR 1 Gbps
1000� BW

3{300 GHz

Up to 100�

Packet
per unit area

numberof con-
necteddevices
per unit area

a converging technology. Basedon theconvergingcommu-
nicationstandardspresentedin Table2, we have described
the6LoWPAN standardandhavespeci�edits protocolcon-
versiontechnique whenappliedin an LTE-A network.
As shown in Table 2, such parametersas operatingfre-
quency, range, data rate, battery lif e and network topol-
ogy are signi�cant aspectsof the communicationprocess.
These parametershelp in the successfuldeployment of
WSNs in di�erent applications. Various research articles
have reported ZigBee to be the most preferred and ap-
propriate standardfor WSNs [40]. It hasmore adaptable
featuresthan Bluetooth, such as long battery lif e, secure
andsimplecommunication.The IEEE 802.15.4document
de�nes the security and network protocol for the ZigBee
technology [41]. In [42], the authorsstudy industrial ap-

plicationsof ZigBee andBluetooth. ZigBee is capableof
meetinga wider variety of real industrial needsthanBlue-
tooth dueto its long-term battery operation,greateruseful
range, 
e xibility in a numberof dimensionsandreliability
of the meshnetworking architecture. However, it seems
that UWB is the best emerging technology for ubiquitous
computingin short range applications,dueto its betterin-
terferencehandlingcapabilities[43]. As far asthedatarate
is concerned,Wi-Fi is consideredto beoneof thebest alter-
natives,andthe additionof a mobiledevice makesit more
appropriatefor advancedapplications[44]. Such standards
as Wibree, NFC and MiWi are mostly useful for mobile
users[45], [46].
However, if we considerthe convergenceof a WSN with
a cellularnetwork, then6LoWPAN may turn out to be one
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of the suitableprotocolsto converge with an LTE-A net-
work [15], [47], [48]. The IEEE 802.15.4standardwas
introducedto de�ne low-rate wirelesspersonalareanet-
works. It de�nes the physical and media accesscontrol
layer for LoWPAN networks[49]. TheIEEE 802.15.4pro-
tocol distinguishesthree operationalmodes: 20 Kbps at
868MHz, 40 Kbpsat 915MHz, and250Kbpsat 2.4GHz.
Thenetwork layer protocolsshouldbecompatiblewith the
limitation inherentin lower layer protocols.
Requirementsapplicableto the IPv6 protocol di�er from
the IEEE 802.15.4-imposedlimitations. For example,the
minimumIPv6MTU is 1500bytes,whereasIEEE802.15.4
requires 127 bytes [50]. Along with this incompatibility,
theIPv6headerresultsin a compactpayloadfor higherpro-
tocols. To overcometheseproblems,an IETF 6LoWPAN
working group has been established to support the use
of IPv6 over IEEE 802.15.4[51]. The 6LoWPAN work-
ing group addressesthe following issues[52]: lessexten-
sion of IPv6 neighbordiscovery protocol for supporting
WSN, compressionof 6LoWPAN headers,anddescription
of 6LoWPAN routing protocolssupporting WSN charac-
teristics. In order to support IPv6 over IEEE 802.15.4,an
extraadaptationlayerhasbeenestablishedbetweenthedata
link layer and the network layer. 6LoWPAN usesstacked
headers,just like IPv6, rather than single headersused
in IPv4. A comparisonof di�erent MCN technologiesused
in di�erent generationsof cellular networks is presented
in Table3.

4. WSN TowardsConvergence

Various studiesindicatethat WSNsareproneto lower de-
greeof mobility robustness,small coverage andweak ter-
minals [11], [13]. In addition, WSNs are 
e xible enough
to support various smart applications.On the other hand,
MCNs o�er featuresmaking it possibleto combinethem
with WSNs. As discussedin Section2, their convergence
will lead to the developmentof applicationscapableof
solving real lif e problems. It is reported in literatureand
speculatedby the scienti�c community that the conver-
genceof WSNs andMCNs may bene�t each of thoseso-
lutions [11]. The following bene�ts may encourage the re-
search communityto focuson convergenceandon related
applications:

ˆ MCNs may enablea higher degree of layer control
andoptimizationto increasenetwork lif e, WSN per-
formanceandto provide betterQoSwith the useof
WSNs,

ˆ WSNsmay serve asenablersof cognitive and intel-
ligent aspectsof cellular systems,

ˆ thearchitectureof aWSNandMCN convergencenet-
work enableswirelessservicesandmoredatacentric
applications,

ˆ MCNs may make WSNs more e�cient in terms of
energy consumptionandbetternetwork performance,

ˆ convergencenetworks may be usedin telemetry and
remotemanagementapplicationsdue to supervisory
control anddataacquisition systemsthey rely on,

ˆ mobileMCN terminalsmay actbothassensornodes
andgateways for WSNs.

The authorshave found out that the numberof research
articles publishedthat focuson convergenceis ratherlow
during the initial stage of the developmentprocess.There-
fore, the current review will de�nitely help researchersin
the future. In WSN andMCN convergencenetworks,sen-
sor nodescollect informationandsendit to thedataserver
throughMCN [53]. Therefore,a setof issuesariseswhen
thetwo heterogeneousnetworksreferredto aboveconverge.
Thefollowing issuesneedto beaddressedin relationto the
convergenceof WSN andMCN networks.

4.1. Network Architecture

The WSN-MCN network architecturemay be classi�ed as
an integratednetwork anda convergencenetwork. The in-
tegratednetwork is basedon the layeredapproach, where
wirelesssensornodesbelongingto WSN form the bottom
layer of thenetwork andareusedto senseandcollectdata.
The upper layer consists of the basestation. The middle
layer is the gateway that communicateswith controls the
WSN nodes. The gateways usedin this architecturehave
theform of mobileterminalsor mobileMCN stationsacting
asdualmodegateways [54]. Here,thegateway is responsi-
ble for controllingWSNindirectly, throughthebasestation.
Thedualmodegateway may provide accessto WSN nodes
and may forward information to the network server. The
dual modegateway is basedon 6LoWPAN technologyac-
ceptingdatafrom WSN in onemode,andbeingavailable
for MCN datatransmissionin the other mode. Moreover,
the dual modegateways switch from onenetwork modeto
another, i.e. from WSN to MCN, by changingtheir packet
format from the WSN standardto the MCN standard,and
vice versa.This is a speci�c type of WSN andMCN inte-
gration,wherethegateway is locatedin themiddle layer to
manageWSNnodes[11]. This integratednetwork architec-
ture is shown in Fig. 1. However, usage of thedatachannel
for communicationbetweenWSN andMCN decreasesthe
system's e�ciency .
In the convergencenetwork, network architecturechanges
from the layered to 
at [55]. This reducesthe exchange
of signals between both networks. Here, sensor nodes
have the ability to listen directly to the MCN basestation
for downlink signaling,as the MCN o�ers large coverage.
Therefore,MCN may directly controlWSN nodesandmay
manage themin an e�cient manner. The BS canhelp the
WSN nodesin choosingthe optimal path for data trans-
mission.This typeof architectureis shown in Fig. 2. How-
ever, WSN nodeso�er limited datatransmissionrange, so
uplink tra�c needsto be routedthroughthe mobile MCN
terminalwhich actsasa simplegateway for WSN tra�c. In
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Fig. 1. Architectureof a WSN andMCN integratednetwork.

Fig. 2. Architectureof a WSN andMCN integratednetwork.

this scenario, the packet retains its original format, as
usedin the MCN protocol. This is the improvementdis-
tinguishing a convergence network from an integrated
network.
Architecture-relatedissues are addressedwith the help
of highlightsandconstraintspresentedbelow. Thesehigh-
lights and constraints will determine new research di-
rections for researchers focusing on convergence net-
works:

ˆ asthebasestationexercisesfull controlover thesen-
sor nodesto store data and enablethem to choose
their optimal gateway and transmissionpath, addi-
tional signalingwill be a challenge for convergence
networks,

ˆ a jointly optimized coordinationschemeshould be
designedto allow the sensornodesto achieve trade-
o� betweenenergy consumptionand system perfor-
mance.

4.2. Air-InterfaceConvergence

In a convergence network, two heterogeneousnetworks
areconverged, irrespective of their di�erent air interfaces.
Therefore, it is a challenge to designa converged air in-
terface. Recentresearch shows that in terms of WSN air
interfaces(e.g. Bluetooth and ZigBee), the narrow band
technology or spreadspectrum transceivers may be ap-
propriate [11]. However, MCN usesdi�erent technolo-
gies, such as UMTS, LTE, WiMAX, etc. It is very sim-
ple to implementdual modemobile terminalsasshown in
Fig. 2. One of the important limitations of this solution
is that the mobile device will have to frequently switch
the modeto sendthe datafrom WSN to the basestation.
Therefore, a suitableair interfacetechnology is neededto
avoid the complexity of the dual mode switching func-
tionality of the gateway. Literaturereview highlightedor-
thogonalfrequencydivision multiplexing (OFDM) as the
forthcomingair interfacetechnology for convergencenet-
works [56], [57]. OFDM/OFDMA is suitablefor sharing
the radio resourcesbetweensystems with di�erent band-
widths. However, OFDM-basedspectrum pooling (non-
continuousOFDM) hasbeengivenmuch attentionrecently
in connectionwith air interfacetechnology [58]. To meet
the demandsof higherdataratesin the future,an OFDM-
basedair interfacemay beanalternativesolutionfor WSNs.
The highlights and constraints experienced here are as
follows:

ˆ one of the limitations of using a dual modemobile
phoneis that it has to frequently switch or change
the modefor receivingandsendingdatafrom WSN
to MCN, which meansthat its complexity increases,

ˆ the coverage and channel allocation schemes for
WSNsandMCNs aredi�erent, asarethebandwidth
andsignalprocessingcapabilitiesfor which a cyclic
pre�x shouldbe optimizedjointly,

ˆ bothnetworksshouldwork usingthesamefrequency
in orderto reducecomplexity andto increasenetwork
performance.

5. ProtocolConvergence

The protocolstack for a WSN andMCN convergencenet-
work given in Fig. 3 comprises two independentstacks.

Fig. 3. Protocolstack for WSN andMCN convergencenetwork.
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However, the two independentprotocol stacks need fur-
ther work in order to morph into a single converged
protocol stack. Usually, the gateway (mobile device) is
responsible for exchanging information between WSN
andMCN. Therefore,datachannelsbetweentwo indepen-
dent stacks at the gateway level needto be implemented.
For an uninterrupteddataexchange, uplink and downlink
control signalingshouldbe properly designedin order to
support theconvergencenetwork. Along with improvedal-
gorithms, some cross-MAC needsto be implementedat
the gateway level. At this point, new control signaling
may impact the current WSN andMCN standards.Hence,
this issuecouldbemanagedby thebasestation,by control-
ling the uplink and downlink signalingexchange. As re-
portedby Zhanget al., theMAC layerandthenetwork layer
in theprotocolstack of bothnetworksshouldbe jointly op-
timized to achieve performancegainsfor WSNs[11].
In the MAC layer, the resourceallocationschemeshould
be consideredfor heavy tra�c, i.e. for a large numberof
sensornodesin WSN. Resourcerequests from WSN are
routedto MCN throughthe gateway. The MCN basesta-
tion allocatesWSNchannelsgroups(wirelesssensornodes)
to each gateway. In the network layer, reselectionof the
gateway andre-clustering of the wirelesssensornodesen-
courage the developmentof a new converged routing pro-
tocol. The modulationscheme,as well as e�cient con-
trol andencryption techniquesneedto be implementedbe-
tweenthe two protocol stacks for physical layer optimiza-
tion. Thetransport layer protocolshouldbemodi�ed to of-
fer betterconvergencenetwork congestion control in heavy
tra�c scenarios.
The aim of the 4G system is to establish a conver-
gencerelationshipbetweenall IP-basednetworks. In order
to satisfy this goal, there is a need for integration of
network management,security and QoS. An LTE-A net-
works satisfy the requirementsapplicableto convergence
network platforms[59]. It is backwardcompatiblewith pre-
viousversionsof 3GPPstandards,non-3GPPnetworksand
most of IP-basednetworks,such as the Internet [60]{[62].
Other 4G technologies, such as 802.16m, may serve
as a substitute for convergence networks, but most
of the subscribers use LTE for wireless communica-
tion. Cost-e�ective deployment is another advantage of
LTE [63], [64]. Here,we considera speci�c protocolcon-
versionbetweenWSN andLTE-A networks. The protocol
stack between6LoWPAN anduserequipment(UE), being
the last nodeof the accesslayer of E-UTRAN, is not the
sameas in Fig. 4. Therefore, thereis a needfor protocol
conversionin the gateway to ensurecompatibility between
packets received from WSN with the useof LTE-A, and
vice versa.
In [65], [16], the authorsexplained protocol conversion
in their proposeddualmodegateway. The�rs t caseconsid-
ersdatapacketstravelingfrom WSN to LTE-A, asshown in
Fig. 5. As theconnectionis basedon IP, thereis no needto
accessthe above layer of the IP layer. Thereis a needfor
IP tunnel encapsulationin order to convert IPv6 to IPv4

Fig. 4. Protocolstack of 6LoWPAN andLTE UE.

at the gateway level. This processshould be performed
to ensureend-to-endconnectivity, due to compatibility of
IPv4 with various networks. The MAC layer of LTE UE
consists of the MAC headerandRLC payload. The MAC
headeris 42 bytes long, whereasthe payload is 400 bytes
long. Themaximumsizeof a packet arriving from WSN is
127bytes,with additional20 bytesfor theIPv4 headerthat
is addedduring the IP tunnelingprocess[65]. This pro-
cessincreasesthetotal maximumsizeto 147bytes. There-
fore, the packet coming from WSN �ts in the LTE MAC
layerpayload. Thecompatibilityof LTE networkspromotes
the transferring of data packets from WSNs to IP-based
networks [66].
The secondcaseinvolves the transferring of data pack-
ets from an LTE-A cellular network to WSN. The data
packet consists of three headers,such as LTE, IPv4 and
IPv6. WSN recognizesonly the IPv6 header. Therefore,
thepacket containingtheLTE andIPv6 headerscanbedis-
cardedby WSN. The size of the LTE headeris 42 bytes
and that of the IPv4 headeris 20 bytes. The dual mode
gateway caneasily recognizetheseheaders.Thedualmode
gateway removes62 bytesfrom the LTE-A packet.

5.1. 4G FrameStructure and MAC Layer

In 4G, the framelengthis 10 msandeach frameis divided
into 10sub-framesof 1 ms.Threetypesof sub-framesexist,
i.e.DL, UL andaspecialsub-frame,asshown in Fig. 6. UL
and DL sub-framesare further divided into 0.5 ms slots.
The special frame containsdownlink pilot timeslot (Dw-
PTS),guardperiod (GP)anduplink pilot timeslot(UpPTS)
�elds maintainedby the 4G network's TDD.
Sub-frame-0,sub-frame-5and DwPTS are reserved for
downlink transmissions,while UpPTSand the sub-frame
following the special sub-frameare reserved for uplink
transmissions.Spreadingof DL preambleOFDM symbol
in the downlink sub-frameis used. It can be explained
as PHY layer actions,such as initial channelestimation,
noiseandinterferenceestimation, time andfrequencysyn-
chronization. Such characteristics of the bursts as length
andnumberare indicatedby the DL framecontrol header.
The broadcasting of channelallocation information is in-
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Fig. 5. Protocolconversionfor transferring packets from a WSN to an LTE-A network.

Fig. 6. MAC Framestructurein 4G.

troducedby UL MAP andDL MAP. By listeningto MAP
messages, every user may recognizethe data region as-
signed there to, both in DL and UL. A burst pro�le is
allocatedto the databurst and containsdata for the spe-
ci�c user.
In 4G, the MAC layer provides service to the RLC layer
by logical channel,error correctionthroughHARQ, MAC
Controlcontainstheelementcontrol informationandMAC
payload. Datafrom theRLC layer is receivedby theMAC

Fig. 7. MAC PDU structurein 4G.

layer in the form of MAC SDU. A description regarding
the size of the MAC PDU structure for 4G is shown in
the MAC Overheadportion. The hybrid automaticrepeat
request (HARQ) is handledby the MAC layer. The MAC
PDU structureis shown in Fig. 7.

6. WSN and5G MCN Convergence
Scenario

Rapiddevelopmentof smart technologycreatesanenviron-
ment fostering the deployment of sensornodesusedever
morecommonly in our daily lives. Theemerging 5G MCN
is going to play a key role in converting this sensornet-
work into a smart sensornetwork for M2M communica-
tions,High datarates,lower latencyandotherbreakthrough
technologiesdeployed in 5G support WSNs in providing
better service. Smart devices will be usedin new appli-
cationsdue to the presenceof 5G [67]{[69]. But foster
the useof WSNsin 5G, oneneedsto make surethat such
fundamentalproperties of WSN devices,as low datarate,
massivenumberof devices,minimumdataratesin virtually
all circumstances,etc.,arecompatible[70]{[72].

One way to make this convergencepossibleis to improve
theperformanceof ZigBeenetworkswhich connectall sen-
sor nodes in the 5G environment, as shown in Fig. 8.
Thanks to 5G, a technology providing M2M communi-
cations, terminals which are locatedwithin the range of
the ZigBee network are able to connect to the ZigBee
network [73]. Comparedto ZigBee sensornodes,5G ter-
minals have more energy, o�er storage space,bandwidth
and processingpower, improving data transmissionper-
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Fig. 8. WSN-5Gconvergencearchitecture.

formanceof the WSN (ZigBee network). 5G terminals
accessthe IP network as well, making them capableof
communicatingsink management-relatedinformation di-
rectly, without consumingZigBee bandwidth resources.
This meansthat convergenceof WSN and 5G allows to
convey the packets collectedby WSN via 5G links (the
Internet).

7. FutureResearch Issues

The purposeof this review is to discussissuesrelatedto
emergingWSN-MCN convergencenetworksandto provide
thereaderwith anoutlineof furtherresearch opportunities.
The limitations of WSNs, such as lower mobility robust-
ness,weak terminals, smaller coverage, low power, less
processingcapabilityand lessstorage capacity, enablethe
researchersto proposenew and advancedcommunication
protocols,aswell asenergy-e�cient schemesensuring long
network lif etimes. Theselimitations may be overcomeby
the useof WSN-MCN convergencenetworks. In addition,
theemergingsmart city applicationswill adda new dimen-
sionto thework performedat present.Thereview provides
also important research directionsfor researcherswishing
to contribute to this particular �eld of study. Someimpor-
tant research issuesstemming from work on WSN-MCN
convergenceincludethe following:

ˆ tra�c routing schemesin ZigBee networks needto
be addressedmore precisely, in order to sharesuch
tra�c with 5G networks,

ˆ protocol convergence between heterogeneousnet-
works needsto provide a speci�c trade-o� between
complexity, performanceandpower consumption,

ˆ the QoSissuesrelatedconvergencenetworks require
that such characteristics as probability of data loss,

probabilityof datablocking, datalatency, throughput
andtransmissiondelay beanalyzedin orderto main-
tain a good balancefostering betternetwork perfor-
mance,

ˆ convergencenetworks are going to promotethe de-
velopmentof new innovative technologies to sup-
port various smart applications,such as monitoring
of military activities,homemonitoring, environment
monitoring and smart automaticparking { to make
our everyday liveseasier,

ˆ in addition to smart city applications,convergence
networks may also be useful in rural areas,turning
theminto smart villages.

8. Conclusions

The limitations of WSNs, including mobility, robustness,
weakterminalsandsmall coverage, make WSNsincapable
of supporting di�erent typesof smart applications.There-
fore,WSNsneedto convergewith MCNs in orderto enable
M2M communications,as numerousapplicationsdepend
on this typeof dataexchange. Many additionalapplications
are yet to be discoveredfor smart cities and smart living.
Therefore, convergencehas an important role to play at
presentandin the future. In a convergencenetwork, MAC
layer resourcesareto be dynamically sharedby bothWSN
and MCN nodesin order to facilitate real time and non-
real time dataexchanges.Theconvergencenetwork may be
treatedasoneof theright optionsto establishacommunica-
tion infrastructurefor smart cities. Di�erent aspectsrelated
to smart cities, such as parking, health,home,waste and
tra�c managementdemandadvancedsensortechnologies
in orderto satisfyrequirementsof convergence-basedappli-
cations.Fromthestudiesof various literatureandresearch
articles,weconcludethatconvergencenetworksplay anim-
portantrole in varioussmart applications,enablinge�cient
control andmanagementof completesolutions.Moreover,
the conceptof a WSN-MCN convergencenetwork o�ers
researchers numerousopportunities for further studies in
this area.

References

[1] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam,and E. Cayirci,
\W irelesssensornetworks: a survey", Comp.Netw., vol. 38, no. 4,
pp. 393{422,2002(doi: 10.1016/S1389-1286(01)00302-4).

[2] J. Yick, B. Mukherjee, and D. Ghosal, \W irelesssensornetwork
survey", Comp.Netw., vol. 52, no. 12, pp. 2292{2330,2008
(doi: 10.1016/j.comnet.2008.04.002).

[3] C. Buratti, A. Conti, D. Dardari, andR. Verdone,\An overview on
wirelesssensornetworkstechnologyandevolution", Sensors, vol. 9,
no. 9, pp. 6869{6896,2009(doi: 10.3390/s90906869).

[4] F. ShahzadandT. R. Sheltami,\An e�cient MAC schemein wire-
less sensornetwork with energy harvesting (EHWSN) for cloud
basedapplications",in Proc. IEEE 40th Local Comp.Netw. Conf.
Worksh.LCN Workshops2015, Clearwater Beach, FL, USA, 2015
(doi: 10.1109/LCNW.2015.7365928).

46



A Survey on WSN andMCN ConvergenceNetworks

[5] C. Tunca, S. Isik, M. Y. Donmez, and C. Ersoy, \Ring routing:
An energy-e�cient routing protocol for wireless sensornetworks
with a mobile sink", IEEE Trans.on Mob. Comput., vol. 14, no. 9,
pp. 1947{1960,2014(doi: 10.1109/TMC.2014.2366776).

[6] A. M. Badescuand L. Cotofana, \A wireless sensornetwork to
monitor and protect tigers in the wild", Ecolog. Indicat., vol. 57,
pp. 447{451,2015(doi: 10.1016/j.ecolind.2015.05.022).

[7] D. Fang, J. Hu, X. Wei, H. Shao,and Y. Luo, \A smart phone
healthcaremonitoring system for oxygen saturationandheart rate",
in Proc. Int. Conf. on Cyber-Enab. Distrib. Comput.and Knowl.
Discov., Shanghai,China,2014,pp. 245{247
(doi: 10.1109/CyberC.2014.51).

[8] M. J. Moron et al., \J2ME andsmart phonesasplatform for a Blue-
tooth body areanetwork for patient-telemonitoring", in Proc. 29th
Ann. Int. Conf. of the IEEE Eng. in Medic. and Biol. Soc., Lyon,
France,2007,pp. 2791{2794(doi: 10.1109/IEMBS.2007.4352908).

[9] P. K. Verma et al., \Machine-to-Machine (M2M) communications:
A survey", J. of Netw. and Comp.Appl., vol. 66, pp. 83{105, 2016
(doi: 10.1016/j.jnca.2016.02.016).

[10] A. P. Abidoye andI. C. Obagbuwa, \Models for integratingwireless
sensornetworksinto theInternetof Things", IET Wirel. SensorSyst.,
vol. 7, no. 3, pp. 65{72, 2017(doi: 10.1049/iet-wss.2016.0049).

[11] J. Zhang,L. Shan,H. Hu, andY. Yang, \Mobile cellular networks
andwirelesssensornetworks: towardconvergence",IEEE Commun.
Mag., vol. 50, no. 3, pp.164{169,2012
(doi: 10.1109/MCOM.2012.6163597).

[12] F. Hu andS. Kumar, \ The integration of ad hoc sensorandcellular
networks for multi-classdata transmission",Ad Hoc Netw., vol. 4,
no. 2, pp. 254{282,2006(doi: 10.1016/j.adhoc.2004.08.014).

[13] A. Attwood,M. Merabti,andO. Abuelmaatti,\IoMANET s: Mobil-
ity architecturefor wirelessM2M networks", in Proc.IEEEGLOBE-
COM WorkshopsGC Wkshps2011, Houston, TX, USA, 2011,
pp. 399{404 (doi: 10.1109/GLOCOMW.2011.6162479).

[14] L. Shan,Z. Li, andH. Hu, \Convergedmobilecellularnetworksand
wirelesssensornetworks for machine-to-machine communications",
KSII Trans. on Internet & Inform. Syst., vol. 6, pp.147{161,2012
(doi: 10.3837/tiis.2012.01.009).

[15] G. Crosby and F. Vafa, \ A novel dual modegateway for wireless
sensornetwork andLTE-A network convergence", Int. J. of Engin.
Res.and Innov., vol. 5, no. 2, pp. 19{27, 2013[Online]. Available:
https://pdfs.semanticscholar.org/9407/
f123cf9d6e83b79e313a42038733cbf0c94a.pdf

[16] Y. Igarashi,M. Ueno,andT. Fujisaki, \Proposednodeandnetwork
modelsfor an M2M Internet", in Proc. World Telecommun.Congr.,
Miyazaki,Japan,2012[Online]. Available:
https://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=6170462

[17] Z. Yuan,Y. Ouyang,L. Shan,H. Hu, andZ. Li, \A load balancing
algorithm in convergent wirelesssensorand cellular networks", in
Proc. 8th Int. Conf. on Wirel. Commun.,Netw. and Mob. Comput.,
Shanghai,China,2012(doi: 10.1109/WiCOM.2012.6478298).

[18] J. Xiao, F. Yin, H. Wang, Z. Li, F. Liu, and P. Wang, \Energy-
e�cient datacollectionin WSN-MCN convergencearchitecture",in
Proc. IEEE 14th Int. Conf. on Commun.Technol., Chengdu,China,
2012,pp. 524{530 (doi: 10.1109/ICCT.2012.6511274).

[19] V. Rajendran,K. Obraczka,andJ. J. Garcia-Luna-Aceves, \Energy-
e�cient, collision-free medium accesscontrol for wirelesssensor
networks", Wirel. Netw., vol. 12, no. 1, 2006,pp. 63{78
(doi: 10.1007/s11276-006-6151-z).

[20] J. Polastre, J. Hill, and D. Culler, \Versatilelow power mediaac-
cessfor wirelesssensornetworks", in Proc. 2nd Int. Conf. on Em-
bed.Netw. SensorSyst. SenSys 2004, Baltimore, MD, USA, 2004,
pp. 95{107 (doi: 10.1145/1031495.1031508).

[21] H. Dubois-Ferrire, D. Estrin, andM. Vetterli, \Packet combiningin
sensornetworks", in Proc. 3rd Int. Conf. on Embed.Netw. Sensor
Syst., SanDiego,CA, USA, 2005,pp. 102{115
(doi: 10.1145/1098918.1098930).

[22] S.MishraandA. Nasipuri, \An adaptive low powerreservationbased
MAC protocol for wirelesssensornetworks", in Proc. IEEE Int.
Conf. on Perform., Comput.,and Commun., Phoenix, AZ, USA,
2004,pp. 731{736 (doi: 10.1109/PCCC.2004.1395167).

[23] C. Guo, L. C. Zhong, and J. M. Rabaey, \Low power distributed
MAC for ad hoc sensorradio networks", in Proc. IEEE Global
Telecommun.Conf.GLOBECOM'01, SanAntonio, TX, USA, 2001,
pp. 2944{2948(doi: 10.1109/GLOCOM.2001.965967).

[24] M. C. VuranandI. F. Akyildiz,\Spatial correlation-basedcollabora-
tivemediumaccesscontrolin wirelesssensornetworks", IEEE/ACM
Trans.on Netw., vol. 14, no. 2, pp. 316{329,2006
(doi: 10.1109/TNET.2006.872544).

[25] K. Seada,M. Zuniga, A. Helmy, andB. Krishnamachari, \Energy-
e�cient forwardingstrategiesfor geographic routing in lossywire-
less sensornetworks", in Proc. 2nd Int. Conf. on Embed.Netw.
SensorSyst. SenSys 2004, Baltimore,MD, USA, 2004,pp. 108{121
(doi: 10.1145/1031495.1031509).

[26] R. Zhang,H. Zhao,andM. A. Labrador, \ The anchor locationser-
vice (ALS) protocol for large-scalewirelesssensornetworks", in
Proc. 1st Int. Conf.on Integr. Internet Ad Hoc andSensorNetw. In-
terSense'06, Nice, France,2006(doi: 10.1145/1142680.1142704).

[27] J.Yin andS.Madria, \SecRout: a secureroutingprotocolfor sensor
networks", in Proc. 20th Int. Conf.on Adv. Inform. Netw. and Appl.
AINA'06, Vienna,Austria, 2006(doi: 10.1109/AINA.2006.297).

[28] X. Du, Y. Xiao, H. H. Chen,andQ. Wu, \Securecell relay routing
protocolfor sensornetworks", Wirel. Commun.and Mob. Comput.,
vol. 6, no. 3, pp. 375{391,2006(doi: 10.1002/wcm.402).

[29] A. Manjeshwar andD. P. Agrawal, \APTEEN:A hybrid protocolfor
e�cient routingandcomprehensive informationretrieval in wireless
sensornetworks", in Proc. 16th Int. Parall. and Distrib. Process.
Symp.IPDPS2002, Fort Lauderdale,FL, USA, 2002
(doi: 10.1109/IPDPS.2002.1016600).

[30] K. Akkaya andM. Younis,\An energy-aware QoSrouting protocol
for wirelesssensornetworks", in Proc. 23rd Int. Conf. on Distrib.
Comput.Syst. Worksh., Providence,RI, USA, 2003, pp. 710{715
(doi: 10.1109/ICDCSW.2003.1203636).

[31] E.Felemban,C. G.Lee,andE.Ekici, \MMSPEED: multipathMulti-
SPEEDprotocol for QoS guaranteeof reliability and timelinessin
wirelesssensornetworks", IEEE Trans. on Mob. Compu., vol. 5,
no. 6, pp. 738{754,2006(doi: 10.1109/TMC.2006.79).

[32] A. R. Swain, R. C. Hansdah,andV. K. Chouhan,\ An energy aware
routingprotocolwith sleepschedulingfor wirelesssensornetworks",
in 2Proc.4th IEEEInt. Conf.onAdv. Inform.Netw. andAppl., Perth,
WA, Australia, 2010,pp. 933{940 (doi: 10.1109/AINA.2010.11).

[33] Y. G. Iyer, S. Gandham,andS. Venkatesan,\STCP:a generic trans-
port layer protocolfor wirelesssensornetworks", in Proc. 14th Int.
Conf.on Comp.Commun.andNetw. ICCCN 2005, SanDiego,CA,
USA, 2005,pp. 449{454 (doi: 10.1109/ICCCN.2005.1523908).

[34] Y. Zhou,M. R. Lyu, J. Liu, andH. Wang,\PORT: a price-oriented
reliable transport protocol for wirelesssensornetworks", in Proc.
IEEE Int. Symp.on Softw. Reliabil. Engin. ISSRE'05, Chicago,IL,
USA, 2005(doi: 10.1109/ISSRE.2005.32).

[35] V. C. Gungorand O. B. Akan, \ DST: delay sensitive transport in
wirelesssensornetworks", in Proc.Int. Symp.onComp.Netw., Istan-
bul, Turkey, 2006,pp.116{122(doi: 10.1109/ISCN.2006.1662519).

[36] C. Y. Wan,A. T. Campbell,andL. Krishnamurthy, \PSFQ:areliable
transport protocol for wirelesssensornetworks", in Proc. 1st ACM
Int. Worksh.on Wirel. SensorNetw. and Appl., Atlanta,GA, USA,
2002(doi: 10.1145/570738.570740).

[37] Y. Sankarasubramaniam,B. Akan, andI. F. Akyildiz, \ESRT: event-
to-sink reliable transport in wirelesssensornetworks", in Proc. 4th
ACM Int. Symp.on Mob. Ad Hoc Netw. & Comput.MobiHoc 2003,
Annapolis,MD, USA, 2003,pp. 177-188
(doi: 10.1145/778415.778437).

[38] C. Y. Wan, S. B. Eisenman,andA. T. Campbell,\CODA: conges-
tion detectionand avoidancein sensornetworks", in Proc. 1st Int.
Conf.on Embed.Netw. SensorSyst., Los Angeles,CA, USA, 2003,
pp. 266{279 (doi: 10.1145/958522.958523).

[39] S. J. Park, R. Vedantham,R. Sivakumar, andI. F. Akyildiz, \A scal-
ableapproach for reliabledownstreamdatadelivery in wirelesssen-
sor networks", in Proc. 5th ACM Int. Symp.on Mob. Ad Hoc Netw.
and Comput.MobiHoc 2004, Tokyo, Japan,2004,pp. 78{89
(doi: 10.1145/989459.989470).

47



Anita Swain andArun KumarRay

[40] P. Baronti et al., \W irelesssensornetworks: A survey on the state
of theart andthe802.15.4 andZigBeestandards",Computer Com-
mun., vol. 30, no. 7, pp. 1655{1695,2007
(doi: 10.1016/j.comcom.2006.12.020).

[41] J. S. LeeandY. C. Huang,\ITRI ZBnode: A ZigBee/IEEE802.15.
4 platform for wirelesssensornetworks", in Proc. IEEE Int. Conf.
on Syst., Man and Cybernet., Taipei,Taiwan, 2006,pp. 1462{1467
(doi: 10.1109/ICSMC.2006.384923).

[42] N. Baker, \ZigBee and Bluetooth: Strengthsand weaknessesfor
industrial applications",Comput.and Control Engin. J., vol. 16,
no. 2, pp. 20{25, 2005(doi: 10.1049/cce:20050204).

[43] J. M. Cramer, R. A. Scholtz, and M. Z. Win, \On the analysis of
UWB communicationchannels",in Proc. IEEE Militar y Commun.
Conf.MILCOM 1999, Atlantic City, NJ, USA, 1999,pp.1191{1195
(doi: 10.1109/MILCOM.1999.821392).

[44] J.S.Lee,Y. W. Su,andC. C. Shen,\A comparative studyof wireless
protocols:Bluetooth,UWB, ZigBee,andWi-Fi", in Proc.33rd Ann.
Conf.of the IEEE: Industr. Electron. Soc.IECON 2007, Taipei,Tai-
wan, 2007,vol. 5, pp. 46{51 (doi: 10.1109/IECON.2007.4460126).

[45] J.Kooker, \Bluetooth,ZigBee,andWibree:A comparisonof WPAN
technologies",2008[Online]. Available:
https://cseweb.ucsd.edu/classes/fa08/cse237a/topicresearch/
jkooker tr report.pdf

[46] S. Chhajed, M. Sabir, and K. P. Singh, \W ireless SensorNet-
work implementationusingMiWi wirelessprotocolstack", in Proc.
IEEE Int. Adv. Comput.Conf. IACC 2014, Gurgaon, India, 2014,
pp. 239{244 (doi: 10.1109/IAdCC.2014.6779327).

[47] N. H. A. Ismail, R. Hassan,and K. W. Ghazali, \A study on pro-
tocol stack in 6lowpan model", J. of Theoret. and Appl. Inform.
Technol., vol. 41, no. 2, pp. 220{229, 2012 [Online]. Available:
http://www.jatit.org/volumes/Vol41No2/12Vol41No2.pdf

[48] E. Toscanoand L. L. Bello, \Comparative assessmentsof IEEE
802.15.4/ZigBee and 6LoWPAN for low-power industrial WSNs
in realistic scenarios", in Proc. 9th IEEE Int. Worksh. on Factory
Commun.Syst., Lemgo,Germany, 2012,pp. 115{124
(doi: 10.1109/WFCS.2012.6242553).

[49] G. Mulligan,\ The6LoWPAN architecture",in Proc.4th Worksh.on
Embed.Netw. Sens.EmNets 2007, Cork, Ireland, 2007, pp. 78{82
(doi: 10.1145/1278972.1278992).

[50] L. M. Oliveira, J. J. Rodrigues,A. G. Elias, andG. Han, \W ireless
sensornetworks in IPv4/IPv6 transition scenarios", WirelessPers.
Commun., vol. 78, no. 4, pp. 1849{1862,2014
(doi: 10.1007/s11277-014-2048-9).

[51] P. A. Neves and J. J. Rodrigues, \Internet protocol over wireless
sensornetworks, from myth to reality", J. of Commun., vol. 5,
no. 3, pp.189{196,2010(doi: 10.4304/jcm.5.3.189-196).

[52] N. Kushalnagar, G. Montenegro, and C. Schumacher, \IPv6 over
low-power wirelesspersonalareanetworks(6LoWPANs): overview,
assumptions,problemstatement,andgoals",RFC4919,IETF, 2007
(doi: 10.17487/RFC4919)[Online]. Available:
https://tools.ietf.org/html/rfc4919

[53] J. Feng,L. Zheng,J. Fu, andZ. Liu, \An optimumgateway discov-
ery andselectionmechanismin WSN and mobile cellular network
integration", in Proc.8th Int. Conf.on Commun.andNetw. in China
CHINACOM 2013, Guilin, China,2013,pp. 483{487
(doi: 10.1109/ChinaCom.2013.6694644).

[54] J. Xia, R. Yun, K. Yu, F. Yin, H. Wang,and Z. Bu, \Coordinated
multimode(cellular-WSN) userequipmentaccessingwirelesssensor
network mechanism", in Proc. 4th Int. Conf. on Intell. Netw. and
Collab. Syst., Bucharest, Romania,2012,pp. 550{555
(doi: 10.1109/iNCoS.2012.19).

[55] S. A. Munir, B. Ren,W. Jiao,B. Wang,D. Xie, andJ. Ma, \Mobile
wirelesssensornetwork: Architectureandenablingtechnologiesfor
ubiquitouscomputing",in Proc.21st Int. Conf.onAdv. Inform.Netw.
andAppl.Worksh.AINAW'07, NiagaraFalls,Ontario, Canada,2007,
pp. 113{120 (doi: 10.1109/AINAW.2007.257).

[56] C. Y. Wong,R. S.Cheng,K. B. Lataief,andR. D. Murch, \Multiuser
OFDM with adaptive subcarrier, bit, andpower allocation",IEEE J.
on Selec.Areasin Commun., vol. 17, no. 10, pp. 1747{1758,1999
(doi: 10.1109/49.793310).

[57] T. Wang, C. Yang, G. Wu, S. Li, and G. Y. Li, \OFDM and its
wirelessapplications:A survey", IEEE Trans.on Veh.Technol., vol.
58, no. 4, pp. 1673{1694,2008(doi: 10.1109/TVT.2008.2004555).

[58] R. Rajbanshi, A. M. Wyglinski, and G. J. Minden, \An e�cient
implementationof NC-OFDM transceivers for cognitive radios", in
Proc. 1st Int. Conf.on Cognit.RadioOrien. Wirel. Netw. andCom-
mun., MykonosIsland,Greece,2006
(doi: 10.1109/CROWNCOM.2006.363452).

[59] R. Nossenson,\Long-term evolution network architecture",in Proc.
IEEE Int. Conf.on Microw., Commun.,Antenn.and Electron. Syst.,
Tel Aviv, Israel,2009(doi: 10.1109/COMCAS.2009.5385947).

[60] S. Y. Lien, K. C. Chen,andY. Lin, \ Towardubiquitousmassive ac-
cessesin 3GPPmachine-to-machine communications", IEEE Com-
mun.Mag., vol. 49, no. 4, pp. 66{74, 2011
(doi: 10.1109/MCOM.2011.5741148).

[61] B. Clerckx , A. Lozano,S. Sesia,C. Van Rensburg, andC. B. Pa-
padias,\3GPP lte and LTE-advanced",J. on Wirel. Commun.and
Netw., vol. 2009,Article No. 472124,2009
(doi: 10.1155/2009/472124).

[62] S. B. H. Said et al., \N ew control plane in 3GPP LTE/EPC ar-
chitecturefor on-demandconnectivityservice", in Proc. IEEE 2nd
Int. Con.on Cloud Netw. CloudNet 2013, SanFrancisco,CA, USA,
2013,pp. 205{209 (doi: 10.1109/CloudNet.2013.6710579).

[63] V. Sevindik, J. Wang,O. Bayat, andJ. Weitzen,\Performanceeval-
uationof a real long term evolution (LTE) network", in Proc. 37th
Ann. IEEE Conf. on Local Comp.Netw. { Workshops, Clearwater,
FL, USA, 2012,pp. 679{685 (doi: 10.1109/LCNW.2012.6424050).

[64] S.Chen,J.Hu, Y. Shi,andL. Zhao,\L TE-V: A TD-LTE-basedV2X
solution for future vehicularnetwork", IEEE Internet of ThingsJ.,
vol. 3, no. 6, pp. 997{1005,2016
(doi: 10.1109/JIOT.2016.2611605).

[65] G. V. Crosby and F. Vafa, \W ireless sensornetworks and LTE-
A network convergence", in Proc. 38th Ann. IEEE Con. on Local
Comp.Netw., Sydney, NSW, Australia, 2013,pp. 731{734
(doi: 10.1109/LCN.2013.6761322).

[66] L. Shan,W. Fang,F. Li, andY. Sun,\ Performanceanalysis of mo-
bile smart UE-gateway assisted transmissionalgorithm for wireless
sensornetworks", in High PerformanceComputingandApplications
Third InternationalConference,HPCA 2015,Shanghai,China,July
26-30,2015,Revised SelectedPapers,J. Xie, Z. Chen,C. C. Dou-
glas,W. Zhang,andY. Chen,Eds.LNCS, vol. 9576,pp. 134{142.
Springer, 2015(doi: 10.1007/978-3-319-32557-614).

[67] A. Zakrzewska,S.Ruepp,andM. S.Berger, \ Towardsconverged5G
mobilenetworks-challengesandcurrenttrends", in Proc.of the2014
ITU KaleidoscopeAcademicConf.: Living in a Converged World {
Impossiblewithout Standards?, St. Petersburg, Russia,2014
(doi: 10.1109/Kaleidoscope.2014.6858478).

[68] H. Yu, H. Lee, and H. Jeon,\What is 5G? Emerging 5G mobile
services and network requirements",Sustainability, vol. 9, no. 10,
2017(doi: 10.3390/su9101848).

[69] S. Li, L. Xu, andS. Zhao,\5G Internet of Things: A survey", J. of
Indust. Inform. Integr., vol. 10, pp. 1{9, 2018
(doi: 10.1016/j.jii.2018.01.005).

[70] C. Wang,J.Bian, J. Sun,W. Zhang,andM. Zhang,\A survey of 5G
channelmeasurementsandmodels",IEEE Commun.Surv. & Tutor.,
vol. 20, no. 4, pp. 3142{3168,2018
(doi: 10.1109/COMST.2018.2862141).

[71] F. Al-Turjman, \5G-enableddevicesandsmart-spacesin social-IoT:
an overview", Fut. Gener. Comp.Syst., vol. 92, pp. 732{744, 2019
(doi: 10.1016/j.future.2017.11.035).

[72] V. Kumaret al., \5G cellular: Concept,research work andenabling
technologies",in Advancesin Data and InformationSciences.Pro-
ceedingsof ICDIS 2017, Volume 2, M. L. Kolhe, M. C. Trivedi,
S. Tiwari, and V. K. Singh, Eds. LNNS, vol. 39, pp. 327{338.
Springer, 2019(doi: 10.1007/978-981-13-0277-027).

[73] J. Mu and L. Han, \Performanceanalysis of the ZigBee networks
in 5G environmentandthenearest accessroutingfor improvement",
Ad Hoc Netw., vol. 56, 2017(doi: 10.1016/j.adhoc.2016.10.006).

48



A Survey on WSN andMCN ConvergenceNetworks

Anit a Swain received her
B.Tech. and M.Tech. degree
from Biju Patnaik University
of Technology, Bhubaneswar,
India. Sheis currently pursuing
her Ph.D. in Electronics and
CommunicationEngineering at
KIIT Deemedto be University,
India. Her research interests in-
clude wirelesssensornetwork,
wireless communication and

mobile communication.Shehaspublishedresearch paper
in internationaljournalsandconferenceproceedings.
E-mail: anita.swain0703@gmail.com
School of ElectronicsEngineering
KIIT Deemedto be University
Bhubaneswar, India

Arun Kumar Ray is currently
Professor at the School of
Electronics Engineering, KIIT
Deemedto be University. He
received his B.Tech. from
CET, Bhubanceswar, India
and M.Tech. from Jadavpur
University Kolkata, India. He
has completedhis Ph.D. from
IIT Kharagpur, India. His
research interests includeimage

processingandcomputernetworks.
E-mail: arunkumarray2000@gmail.com
School of ElectronicsEngineering
KIIT Deemedto be University
Bhubaneswar, India 751024

49


